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1.  Introduction
Small cell discussions have been taking place in RAN2 [1]. There have been some discussions on PDCP data handling for 3C [2] and RAN2 has agreed not to introduce continuous PDCP status reporting. The relevant agreements for this contribution are described in the box below.
	Agreements

2   From RAN2 point of view we do not want continuous PDCP status reporting from the UE to the MeNB.

FFS1 for other cases such as mobility/SeNB change/reconfiguration.

FFS2 whether the SeNB needs to inform the MeNB about successfully delivered (and/or pending) PDCP PDUs or whether it is sufficient to rely on e.g. a discard timer in the MeNB.
Agreements
1
UE shall inform MeNB of random access failure associated with an SCG cell at least for the special Scell.

FFS3 for other SCells of the SCG.
2
UE shall inform MeNB of RLC failure associated with an SCG cell.


However, there are still discussion points which have been described in FFS above. This contribution looks at these discussion points and shows our view.
2. Discussions
2.1. PDCP SR trigger related to C-plane
Although continuous PDCP SR was not agreed in the last RAN2 meeting, PDCP SR in a “non-continuous manner” can be discussed. As in the 1st FFS above, the PDCP SR could be considered in the case of an SeNB change, SeNB reconfiguration, and other cases.
In LTE, PDCP SR could be triggered to minimise the occurrence of duplicate transmissions over the air in the target eNB by means of PDCP SR for the case of handover. In downlink communications, the UE firstly transmits PDCP SR when it gets resources in the target eNB after the handover. 
This mechanism could be still also useful in dual connectivity without significant specification changes. In dual connectivity for both 1A and 3C, duplicate delivery occurs in the case when PDCP SDUs in the SeNB are transferred (or fetched) to the MeNB and such a case occurs when the SeNB bearer configuration is changed. This includes the following cases which should cause the PDCP SR trigger. Particularly, these cases can occur in the case of random access failure associated with an SCG cell and when RLC failure associated with an SCG cell occurs. The PDCP SR is useful in these failure cases.
· The SeNB is changed (i.e. RRC reconfiguration including the SeNB change)

· The SeNB is removed (i.e. RRC reconfiguration including the SeNB removal)
· The SeNB bearer is de-configured while keeping the SeNB (i.e. RRC reconfiguration)

Proposal 1: Introduce the PDCP SR trigger in the case of the SeNB change, the SeNB removal, and the SeNB bearer de-configuration while keeping the SeNB.
2.2. PDCP SR trigger related to U-plane
(1) PDCP status exchange between the MeNB and the SeNB

For PDCP data handling in the MeNB e.g. the PDCP SDU discard or flow control between the MeNB and the SeNB, and whether PDCP status is exchanged between the MeNB and the SeNB has been discussed.
This type of flow control is expected to provide the PDCP in the MeNB with a precise data forwarding function. It has been also shown in the SI phase that the frequent flow control command improves the per-user throughput [1].
On the other hand, there are some drawbacks. One of them is the complexity in the SeNB. As in the current running CR to TS36.300, the split function in the MeNB located between the PDCP layer and the RLC layer is responsible for the delivery of the PDCP PDU to the SeNB. Then, the PDCP PDU in the SeNB is delivered to the RLC layer without any processing of the PDCP layer. If the PDCP status exchange between the MeNB and the SeNB is introduced, the PDCP layer in the SeNB has to track the delivery status of the PDCP PDU (which PDCP PDUs are and are not delivered) to the UE.
Another drawback of the PDCP status exchange is the X2 interface latency. For example, assuming that the SeNB informs the MeNB that the received PDCP PDUs from the MeNB are not delivered yet to the UE, it can take e.g. 20ms to be reached to the MeNB via the X2 interface. At the time, these PDCP PDUs may already be delivered to the UE so that the transmission buffer of the SeNB is empty. If this happens, the MeNB doesn’t transfer stored PDCP PDUs to the SeNB even if the transmission buffer in the SeNB is empty. We call this side effect “incomplete PDCP synchronisation”.
However, RAN2 cannot discuss X2 performance issues so that whether or not PDCP status exchange between the MeNB and the SeNB is introduced should be left to RAN3 discussions since RAN3 is working on this topic.

Proposal 2: PDCP status exchange between the MeNB and the SeNB should be left to RAN3.
(2) PDCP status exchange between the MeNB and the UE
For the purpose of a part of the flow control, PDCP SR could be used to share the PDCP status between the MeNB and the UE. More specifically, in the case when congestion/overload in the SeNB happens, it is likely that the transmission delay of PDCP PDUs to the UE becomes large. When the UE detects that the transmission delay of PDCP PDUs delivery is becoming large, the UE directly sends PDCP SR to the MeNB in order to inform the MeNB of which PDCP SDUs are received and not. The large transmission latency could be detected by e.g. a timer. Then the MeNB can take proper actions e.g. the reduction of the transmission rate to the SeNB, de-configuration of the bearer split, or the SeNB removal. An example of this figure is depicted in Fig.1.

We could see some similarity with the failure cases as described in Section 2.1. Specifically, considering the fact that PDCP PDUs are normally received in the UE without any gaps or losses so that the loss of PDCP PDUs are considered an unusual event as a failure case. Reporting this failure to the MeNB by PDCP SR is also helpful for the MeNB to take a proper action against this failure.
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Fig.1: Example of flow control by using PDCP SR from the UE to the MeNB (3C)

· The MeNB is sending PDCP PDUs with odd SN from the MeNB and PDCP PDUs with even SNs from the SeNB. However, 
· The X2 interface is congested so that it takes long time to deliver the PDCP PDUs with even SNs to the SeNB via X2 interface.
· The UE detects the latency of the packet delivery by e.g. a timer. When the timer is expired, the UE sends the PDCP SR to inform the eNB of the PDCP PDU reception status. After the MeNB receives the feedback, the MeNB identifies the amount of data that the UE has received and also the amount of data that the UE has not received yet. In addition, the MeNB could estimate the amount of data buffered in the SeNB. Accordingly, the MeNB decides the transmission rate to the SeNB in order to mitigate the congestion/overload in the SeNB.
With this method, “incomplete PDCP synchronisation” between the MeNB and the SeNB can be mitigated. After the UE detects the time expiry, it performs a normal UL procedure (SR => UL grant => PDCP SR) and the expected latency is e.g. 10ms which is shorter than the above first solution.
Observation 1: PDCP status exchange between the MeNB and the UE is also beneficial in dual connectivity when observing “long latency” of PDCP PDUs reception in the UE.

So the question is how the long latency could be observed in the UE side. One alternative could be using a timer considering a relation between the latency detection and the PDCP re-ordering. As RAN2 agreed in the last meeting, RLC UM-like reordering with a “t-Reordering like timer” was agreed in the case of split bearers. The timer expiry includes the case where the long latency of PDCP PDUs delivery occurs due to the congestion/overload in the SeNB in addition to the transmission failure in the radio link. Therefore, the expiry of t-Reordering like timer is worth introducing as a trigger of the PDCP SR.
Observation 2: The “long latency” could be observed by “t-Reordering like timer expiry” and the PDCP SR trigger in the case of “t-Reordering like timer” expiry is worth introducing
With these observations, we propose that RAN2 discuss the feasibility of this method and work on details.

Proposal 3: RAN2 is asked to discuss the feasibility of this method and work on details.
3. Conclusion

This contribution looks at the PDCP Status Report handling in dual connectivity. With the above discussion, we clarified the benefit to introduce non-continuous PDCP SR in dual connectivity.
Proposal 1: Introduce the PDCP SR trigger in the case of the SeNB change, the SeNB removal, and the SeNB bearer de-configuration while keeping the SeNB.
Proposal 2: PDCP status exchange between the MeNB and the SeNB should be carefully studied considering the side effect “incomplete PDCP synchronisation”.

The following observations and proposal are asked to be discussed.
Observation 1: PDCP status exchange between the MeNB and the UE is also beneficial in dual connectivity when observing “long latency” of PDCP PDUs reception in the UE.
Observation 2: The “long latency” could be observed by “t-Reordering like timer expiry” and the PDCP SR trigger in the case of “t-Reordering like timer” expiry is worth introducing.
Proposal 3: RAN2 is asked to discuss the feasibility of this method and work on details.
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