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1   Introduction
Token bucket model based LCP operation is a part of the email discussion on UL bearer split [1]. Opinions are not converging yet. This contribution discusses potential issues and enhancements to support LCP operation for dual connectivity.
2   Discussion
2.1   Common or separate token bucket model

Per MAC entity LCP is a natural outcome of dual MAC entity modelling. It is feasible for the bearer split case regardless of the common or separate token bucket model. 
Proposal 1: specifying per MAC entity LCP procedure.

For the common token bucket model, the two MAC entities’ LCPs can be performed in sequential or parallel modes, as in Huawei comments in the email discussion on UL bearer split [1]. Logical channel starvation issue may occur for the sequential LCP scheme because the parameter Bj may become negative after the first LCP [1]. In a TTI, the first LCP is based on Bj result of the previous TTI, however the second LCP uses Bj result of this TTI. If parallel LCPs are performed and only the MCG MAC entity maintains the Bj, both LCPs are based on Bj result of the previous TTI. UE behaviours and the outputs are different for different LCP schemes. Interactions between MAC entities are needed to exchange Bj and MAC SDU sizes. If sequential LCP is adopted, the order or priority of MCG and SCG MAC entities to execute LCP procedure may need to be fixed or configured.
Separate token bucket model is simpler mainly in the aspect that no or very limited interactions between MAC entities are needed. Only slight modification to existing specification is needed [3]. If UL PDCP is not split, it is easy to configure PBRs for logical channels of the split bearer, e.g. configuring the original PBR of the bearer for the logical channel which carries the UL data and an “infinity” value for the logical channel which carries only the RLC status report [4].

Proposal 2: Separate token bucket model is used for LCP in dual connectivity.
2.2   PBR distribution between MAC entities
LCPs for MCG and SCG work together to meet the PBR requirement of the split bearer in case of uplink PDCP split, i.e. the original PBR of the bearer should be distributed between MCG and SCG to avoid double PBR enforcement issue. 
If UE splits PBR blindly or dynamically by itself, UE behaviour would be unpredictable to the eNB. This may result in difficulties for the eNB to allocate accurate UL resources. To alleviate this ambiguity, PBR split should be controlled by the network. The PBR split ratio can be updated semi-statically according to radio conditions, cell load status, flow control situation etc.
Proposal 3: PBR split ratio should be configured to the UE.
The PBR split ratio should be determined by the MeNB, based on radio resources configured for MCG and SCG, and corresponding UE capabilities distribution. MeNB has the full knowledge of QoS requirements of DRBs and UE capability information. MeNB can transmit PBR allocation of SCG together with UE capabilities restriction configurations to the SeNB.
Proposal 4: MeNB determines PBR split ratio.

PBR split ratio also relates to the data traffic allocation between MCG and SCG for BSR generation [5]. For example, if it is configured that UE reports 80% data of the split bearer to SCG, then PBR ratio of SCG should be roughly 80%.
Proposal 5: PBR split ratio and the data allocation ratio in BSR generation (including PDCP and RLC buffer) should be aligned for logical channels of the split bearer.
2.3   Alignment of LCP and data available for transmission
For the split bearer, PDCP layer needs to deliver PDCP PDUs to the RLC entities of the logical channels in MCG and SCG, before MAC PDUs are generated through LCP to carry these PDCP PDUs. PDCP PDUs delivery can be modeled mainly in two ways:
Option 1: most of PDCP PDUs are considered in PDCP buffer, as illustrated in Figure 1.
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Figure 1: Buffer modelling interpretation option 1
Option 1 can be further divided into two sub-options, as stated in the email discussion on UL bearer split [1]:

Option 1.1: one PDCP buffer

Option 1.2: two queues in PDCP buffer, one for MCG and the other for SCG
Option 2: most of PDCP PDUs are considered as RLC SDUs in RLC buffer, as illustrated in Figure 2.
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Figure 2: Buffer modelling interpretation option 2
With option 1.1, most of PDCP PDUs are still common data to be delivered, and they are not considered as already separated for the M-RLC and S-RLC. One issue raised to the option 1.1 (one shared PDCP buffer) [6] is that all data of the only logical channel of SCG may have been carried in MAC SDUs of MCG and the UL grant of SCG is wasted, as illustrated in Figure 3 [6].


[image: image3.emf]UE

MCG SCG

SeNB

MeNB

2.BSR=1000 bytes (DRB2)

1.BSR=1000 bytes (DRB1)

3. UL grant=1000 bytes

4. PUSCH Tx =1000 bytes of DRB2

5.UL grant=1000 bytes

6. PUSCH Tx =1000 bytes of padding

DRB1

DRB2


Figure 3: unintended logical to CG mapping [6]
In order to avoid the waste of UL grant, more rules or modifications are needed for LCP operation with the common PDCP buffer. For example, a MAC entity prioritizes in the MAC PDU generation those data which were reported in its BSR towards the corresponding eNB. Then in the case of Figure 3, data of DRB1 instead of DRB2 will be transmitted to MeNB in step 4, if DRB1 and DRB2 have equal priority. If DRB2 has higher priority than DRB1, UE will transmit only partial of DRB2 data to meet the PBR quota of MCG. Hence, for option 1.1 (i.e., one PDCP buffer model) to work well, a MAC entity still should treat data in the PDCP buffer differently, depending on whether or not a PDCP PDU was counted in its BSR. Therefore, the appropriate operation of option 1.1 (one PDCP buffer model) would effectively behave like the option 1.2 (two queues in PDCP buffer).
With option 1.2, PDCP SDUs and PDCP PDUs are split upon arrival. Hence, there is little uncertainty and situation in Figure 3 would rarely happen. It should be noted that PDCP PDUs may still be allowed to change between queues to certain extent (e.g., after a queue is emptied) during LCP procedures. This kind of flexibility helps to better utilize radio resources and improve performance. Option 1.2 results in simple and clear UE behavior.
With option 2, most of the PDCP PDUs are delivered to the corresponding RLC buffer immediately after they are generated. They are considered as already in the corresponding M-RLC buffer and S-RLC buffer, when LCP operation is performed. The option 2 is in line with a proposal made for PDCP buffer reporting [1], to “report the amount of PDCP data as zero to both eNBs”, as “in most cases, the amount of uplink PDCP data is very small, e.g., TCP ACK (1 or 2 PDCP PDUs), hence it would not be a big problem not to report the amount of PDCP data”. Option 2 is functionally equivalent to option 1.2, as UE needs to divide PDCP PDUs into two queues and deliver them to M-RLC and S-RLC correspondingly. Option 2 lacks some flexibility compared with option 1.2, because it may be difficult to move RLC SDUs between different RLC entities. 
Proposal 6: All PDCP PDUs and SDUs are divided into two queues for MCG and SCG in accordance with a split ratio for BSR generation. Certain amount of PDCP PDUs and SDUs may still be allowed to change between queues during LCP procedure, if e.g., a queue is emptied.
3   Conclusion
This contribution analyzes potential issues and enhancement for LCP operation in dual connectivity. It is proposed that:
Proposal 1: specifying per MAC entity LCP procedure.
Proposal 2: Separate token bucket model is used for LCP in dual connectivity.
Proposal 3: PBR split ratio should be configured to the UE.
Proposal 4: MeNB determines PBR split ratio.
Proposal 5: PBR split ratio and the data allocation ratio in BSR generation (including PDCP and RLC buffer) should be aligned for logical channels of the split bearer
Proposal 6: All PDCP PDUs and SDUs are divided into two queues for MCG and SCG in accordance with BSR split proportion. Certain amount of PDCP PDUs and SDUs may still be allowed to change between queues during LCP procedure, if e.g., a queue is emptied.
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