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1
Introduction
The purpose of this email discussion is to gather company views on uplink bearer split. The objective is not to agree on whether UL bearer split needs to be supported, nor to discuss its performance but to reach a common understanding on how it could be made to work.
2
Background Information
The WI agreed for dual connectivity [RP-132069] covers the realisation of three types of bearers: MCG bearers, SCG bearers and split bearers. For split bearers, two RLC entities are used: one in MCG and another one in SCG. 
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Figure 1: Dual Connectivity

In order to avoid conveying RLC status reports over X2, it was agreed at RAN2#84 for split bearers that RLC status reports of a CG are conveyed to the corresponding CG [minutes]. From there it naturally follows that in MAC, a split bearer in downlink also appears as a split bearer in uplink: two logical channels with data to send, affecting BSR, LCP and SR in two MAC entities. The actual support of uplink bearer split for data therefore boils down to allowing PDCP PDUs in addition to RLC status reports and whether that would require additional mechanisms compared to handling RLC status reports alone.
NOTE:
from a MAC viewpoint, what originates from RLC is data, regardless of whether it is an RLC status report only or PDCP PDUs processed by RLC.

Observation 1: in MAC, a split bearer in downlink also appears as a split bearer in uplink: two logical channels with data to send, affecting BSR, LCP and SR in two MAC entities. The actual support of uplink bearer split for data therefore boils down to allowing PDCP PDUs in addition to RLC status reports and whether that would require additional mechanisms compared to handling RLC status reports alone.
Question 1: do companies agree with Observation 1?
	Question 1: do companies agree with Observation 1?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	Main issue on actual bearer split is upon whether allowing PDCP PDUs in addition to RLC status reports.

	Ericsson
	Partially
	In principle, Observation 1 is true regarding that split in downlink implies BSR and SR transmissions in both MAC entities. Impact on LCP is not so clear though.
We believe that allowing to split PDCP PDUs in addition to RLC status reports would imply a need for additional mechanisms and hence additional complexity. With UL bearer split we need to make sure the mechanisms such as power control, BSR, etc., are enhanced such that UL throughput enhancements are achieved. Especially, power control can be tricky. If UL split is not done then the mechanisms such as BSR, LCP, power control etc. could be simpler.

	Samsung
	Yes
	

	Broadcom
	Yes
	

	Qualcomm
	Yes
	We agree that BSR/SR and potentially LCP procedures need to be addressed in the context of uplink bearer split. These procedures would however need to be addressed even in the case of no UL bearer split, so we do not anticipate much extra effort in addressing those in the context of UL bearer split (which in return can provide significant UL performance benefits). We do not see power control as an issue specific to uplink bearer splitting, as the same power control mechanisms that are anyway needed for eNB specific bearers are applicable.

	Panasonic
	Yes
	Uplink bearer split has been already agreed due to the fact that RLC status reports are sent to corresponding eNB. The only additional issue is, whether PDCP data is also split across the two CGs or only sent via one link in the uplink.

	Nokia & NSN
	Yes
	In response to Ericsson: it would be good to clarify what the "etc" means.

	Huawei, HiSlicon
	Partially
	We agree that a split bearer in downlink also appears as a split bearer in uplink, and the issue boils down to whether or not to allow the transmission of UL PDCP data to be split to two eNBs.
Though the affected mechanisms may be the same for the cases of with or without split transmission of UL PDCP data, the level of impact or the requirements for the satisfactory operation of the affected mechanism can be quite different. For example, more efforts in optimization, in BSR, LCP, and power control, may be needed if split transmission of UL PDCP data can not be ruled out. 

	LG
	Yes
	We think additional mechanisms are required at least for BSR and LCP for uplink split transmission of PDCP data.

	NEC
	Yes
	However not only additional mechanism but also additional effort/complexity should be taken into account. In term of the additional effort/complexity, we share the view from Huawei 

	MediaTek
	Yes
	

	ZTE
	Yes
	

	ETRI
	Yes 
	We agree that additional mechanism including BSR, LCP, and SR would be introduced for uplink bearer split.

	ITL
	Yes
	

	CMCC
	Yes
	We think a clear definition of UL/DL split bearer is needed for better  understanding

	ITRI
	Yes
	

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	Partially
	From the BSR and SR point of view, it is correct that split bearer is downlink implies BSR and SR transmission in both MAC entities. However we see there is additional mechanisms to be taken into account if UL bearer split use, for example, during RRC re-establishment procedure. Moreover to achieve a desirable UL throughout gain form UL bearer split, enhancements are required for power control, BSR, LCP. 

	InterDigital
	Yes
	

	NTT DOCOMO
	Yes
	

	Kyocera
	Yes
	We agree with Observation 1. 

	Intel
	Partially
	We think that allowing PDCP PDUs split would require additional mechanisms for BSR and LCP compared to handling RLC status reports alone. In addition, PDCP reordering is required at MeNB side, although standardization efforts on such reordering might not be needed.

	CATT
	Partially
	Compared with the RLC STATUS PDU split, allowing PDCP PDU split has impacts on BSR and LCP.


In the following, it is therefore essential to handle both aspects of bearer split: the mechanisms that are anyway required to handle RLC status reports, and the possible additions to handle PDCP PDUs. In the following, three aspects briefly tackled at RAN2#85 will be discussed in details: LCP, BSR and SR.
3
Logical Channel Prioritisation
With two MAC entities agreed for DC, two independent LCP procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. The LCP procedure is currently specified as follows [36.321]: 

	5.4.3.1
Logical channel prioritization

The Logical Channel Prioritization procedure is applied when a new transmission is performed.

RRC controls the scheduling of uplink data by signalling for each logical channel: priority where an increasing priority value indicates a lower priority level, prioritisedBitRate which sets the Prioritized Bit Rate (PBR), bucketSizeDuration which sets the Bucket Size Duration (BSD).

The UE shall maintain a variable Bj for each logical channel j. Bj shall be initialized to zero when the related logical channel is established, and incremented by the product PBR × TTI duration for each TTI, where PBR is Prioritized Bit Rate of logical channel j. However, the value of Bj can never exceed the bucket size and if the value of Bj is larger than the bucket size of logical channel j, it shall be set to the bucket size. The bucket size of a logical channel is equal to PBR × BSD, where PBR and BSD are configured by upper layers.

The UE shall perform the following Logical Channel Prioritization procedure when a new transmission is performed:

-
The UE shall allocate resources to the logical channels in the following steps:

-
Step 1: All the logical channels with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a radio bearer is set to “infinity”, the UE shall allocate resources for all the data that is available for transmission on the radio bearer before meeting the PBR of the lower priority radio bearer(s);

-
Step 2: the UE shall decrement Bj by the total size of MAC SDUs served to logical channel j in Step 1

NOTE:
The value of Bj can be negative.

-
Step 3: if any resources remain, all the logical channels are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.


Prioritised bit rate (PBR) and Bucket Size Duration (BSD) are currently configured per logical channel, which is the same as saying that PBR and BSD are configured per bearer since we currently have a one- to-one mapping between radio bearers and logical channels. PBR, BSD and logical channel priorities are used in LCP to ensure that high priority bearers are served first while avoiding the starvation of lower priority ones. 

Proposals made in RAN2 to handle split bearers in LCP can be categorized into two groups:
1)
common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. The initialization and increment is only performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate - see for instance R2-140045.
2)
separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR - see for instance R2-140057.
Question 2: which bucket mechanism to handle the logical channel carrying RLC status reports do companies see as most suitable for downlink bearer split?
	Question 2: which bucket mechanism to handle the logical channel carrying RLC status reports do companies see as most suitable for downlink bearer split?

	Company
	Common/Separate
	Comments

	Pantech
	Separate
	If common bucket is assumed, two issues would be anticipated.

The first issue is restriction on logical channel allocation. If current specified LCP steps are reused, LCP is performed logical channel by logical channel. Hence, in order to utilize common bucket in LCP, same logical channel ID should be assigned to UE by network for an UL split RB. For example, if logical channel ID #1 is assigned to UE in MeNB for an UL split RB, same logical channel ID number should be assigned to UE in SeNB for the RB. Of course, as another approach, it is possible that specification is changed to perform LCP procedure for two logical channel IDs of both eNBs.

The second issue is how to handle bucket when UL resource simultaneously being granted. Based on current specification, both RLC status reports (for MCG, SCG) for split UL RB could be sent on an eNB (SeNB or MeNB). That is because there is no priority over eNBs and whole granted UL resource is consumed logical channel by logical channel (i.e. bucket starvation issue). However, in this time, it is agreed that RLC status report should be sent to the corresponding eNB which tranmit DL. In order to prevent both RLC status reports to one eNB, new mechanism would be required.  That would require complex implementation and specification change.

As separate bucket is assumed, it can be issued how to determine PBR with regard to GBR and MBR of RB. However, it would be basically eNB impelementation issue. And even a little overflow beyond GBR and MBR would not be critical.

	Ericsson
	Maybe separate
	In our understanding, this case is as follows:

MAC entity 1 for MeNB: New PDCP PDUs and RLC status reports (LCH1)

MAC entity 2 for SeNB: Only  RLC status reports (LCH2)

(we should not study only RLC status reporting)

Now the question is that if LCP of MAC entity 2 should depend on LCP of MAC entity 1 and vice versa. 

We consider that in this case separate buckets would work well. So the priority of LCH2 can remain high in the SeNB as the data rate due to the RLC status reports is very low. 

R2-140045 stated some concerns of separate buckets. However, concern of doubling the bitrate is not valid in this case. Then about the concern of erroneous reset at SCell addition: We do not think this is really a problem as SeNB addition does not occur frequently and there should not be very many bearers to compete with. If erroneous reset would be a problem, it is possible to solve this by use MeNB LCP parameter state as a starting point when the bearer is split (i.e. no reset done).
If we have a common bucket, we need to make sure that there is no starvation for RLC status reports of LCH2.

	Samsung
	Separate
	Drawbacks of common bucket;
· D1: Uplink transmission towareds one Cell Group drains the bucket tended to be used for the other cell group.

· Assuming common bucket = 20 kbps, uplink transmission is mostly in SCG with average data rate of higher than that e.g. 100 kbps, then the token would always be depleted by SCG uplink transmission, leaving nothing for MCG transmission. 

· The problem stems from that token is consumed by every single uplink transmission regardless of whether uplink transmission is possible with or without token.

· D2: Not complying with the independent MAC entity/operation 

· Common bucket belongs to the both MAC entities, which does not comfortably work together with the separate/independent MAC model 

· D3: Not complying with the current signalling structure

· PBR parameter is defined as a logical channel parameter in the current specification.

So we assume if we go for common bucket, 1) a mechanism to avoid depletion of one eNB due to transmissions to the other eNB would be needed, and 2) more specification changes are expected.  

Additional considerations;
· By going for separate bucket approach, we can avoid all the drawbacks of the common bucket. 

· One concern would be inaccuracy from splitting the PBR between logical channels. PBR has not been completely accurate anyway in the normal bearer; PBR is used not only for PDCP data but also for PDCP and RLC status report. It stays same in the separate bucket as below;

· Normal bucket covers [PDCP data PDU, PDCP STATUS REPORT and RLC STATUS REPORT]

· Separate bucket covers [part of PDCP data PUD, PDCP STATUS REPORT and RLC STATUS REPORT of the corresponding RLC entity]

	Broadcom
	Separate
	The common bucket has a drawback that one CG may consume all capacity given by the bucket and then the other CG maybe not allowed to schedule any uplink data for the split bearer due to the zero or negative value of the Bj at Step 1 and so even RLC status PDUs could be blocked on the other CG.

The separate buckets can guarantee the minimum throughput for each CG and so the other CG starvation issue can be avoided.

Common buckets would be slightly preferable for fulfilling the GBR requirements in the short time scale, but the benefits disappead with the longer periods of time. Hence, the starvation problem of the common buckets mentioned above favors the use of separate buckets.

Some companies claimed it could be left upto UE impelemntation to work out the starvation issue but we think the smart UE implementation is not that simple (because it requires RLC-MAC interaction and changes LCP, so far all MAC behaviours are not dependent on data contents but the new LCP works differently dependent on the data contents, e.g. either RLC data PDU or RLC status PDU) and so it’s better to have a standardised solution here.

	Qualcomm
	Common
	PBR and BSD are essentially related to QoS and hence bearer-specific. Whether the bearer is split or not does not change its QoS characteristics. Hence, a common bucket mechanism is more appropriate since the bearer experiences the aggregate of the two logical channels. The special case when only RLC Status reports are present does not require any special treatment (as the UE would only trigger BSR/receive grants on the corresponding eNB in such cases). The common token bucket mechanism is a good choice for both scenarios - when there is PDCP data and when there are RLC only reports - and such common solution should be the design preference. A corner case of starvation concern for RLC status reports can readily be addressed by UE implementation.

	Panasonic
	Common
	Common bucket scheme is technically more in line with the QoS control in LTE. In the separate bucket approach QoS would be controlled per logical channel, i.e. PBR is configured for each of the two logical channels belonging to the split bearer. However the QoS should be rather controlled on bearer level. It would be not so obvious how to configure the PBR values for the two separate buckets.

Regarding the raised concerns on the common bucket scheme we don’t see any issue with the Logical channel ID since there are two LCPs running, i.e one in MAC for MCG and one in MAC for SCG. 

Furthermore since we have two separate RLCs, i.e. one connected to MAC of MCG and one connected to MAC for SCG, there is also no issue that the RLC status report will not be transmitted to the corresponding eNB.

On the concern of starvation of RLC status reports, we also think that this can be addressed by UE implementation, e.g. UE could perform the first/second step of the LCP procedure for a split bearer jointly for the two links in case uplink grants for MCG and SCG is received simultaneously. By this UE could ensure that RLC status reports are not blocked by uplink transmissions on other CG.

	Nokia & NSN
	Common (slight preference)
	PBR is used to for two things: to fulfill a GBR requirement and to avoid starvation of low priority bearers. 
To fulfil a GBR requirement, a common bucket is especially attractive as it should not matter to the application through which of the two eNBs the data is sent. Having separate buckets restricts scheduling flexibility by enforcing a fixed ratio e.g. 32kbps achieved by always sending 16kbps over MeNB and 16kbps over SeNB. As such, it should be obvious that the common bucket is more capable of fulfilling the QoS requirements of a bearer. However, with the agreement that bearer split only applies to RLC AM, the relevance of the GBR requirement perhaps diminishes.

To avoid starvation, we acknowledge that with a common bucket, we would need to rely on sensible UE implementations to avoid that one of the two logical channels of the bearer always consume the resources, leaving the other logical channel essentially starving (with RLC PDUs stuck). From that viewpoint only, separate bucket might be more attractive.

	Huawei, HiSilicon
	Separate
	The separate bucket approach only requires minimal modification to current MAC specification. The signalling support is straightforward for separate PBRs of MCG and SCG. If there is no split transmission of UL PDCP data, one of the PBRs is only for RLC status report, and it’d be very easy to configure PBRs for MCG and SCG.

The approach of common bucket may impose challenges in LCP operation, and makes it difficult for eNB to decide UL grant based on BSR:
Option 1: sequential LCP

Priority/sequence has to be defined or configured for MAC entities corresponding to the MCG and SCG. Low priority MAC entity may have risk of starvation and waste of UL grant, because the Bj may become negative after the first LCP procedure. This leads to the deferred RLC status report and throughput degradation. In order to solve this issue, minimum PBR requirement (e.g., for RLC status report) may need to be configured per MAC entity. 

Option 2: parallel LCP

Only the MAC entity of MCG maintains the Bj increment and decrement. SCG MAC entity obtains Bj from MCG MAC entity to see if it is positive each time before it performs LCP, and transfers the size of MAC SDU to MCG MAC entity for decrement after each LCP operation. Both MAC entities may tend to be greedy (yet still standards compliant) and Bj may be severely negative for some TTIs. This leads to bursty and unstable traffic for the involved UL bearer. It also relies on frequent interactions between MAC entities.

	LGE
	Separate
	With a common bucket, the drawback is starvation of RLC status reports. To avoid starvation problem, close interaction is required between two MAC entities, which needs complicated specification work.

With a separate bucket, some companies think that it cannot ensure QoS of a bearer. However, network can ensure QoS of a bearer by properly setting PBR for each logical channel. Moreover, as PBR and BSD are already configured per logical channel in the current specification, separate bucket is easily specified with minimum change, i.e., one more PBR value for a bearer.

	NEC
	Separate
	The main problem of common bucket is starvation of the RLC STATUS REPORT, i.e. RLC STATUS REPORT may not be serviced or delayed due to the common bucket has been drained by the other LCH.

To solve this problem, separate buket can be used, and for DL split bearer, simply higher priority can be set to RLC STATUS REPORT only LCH. This would require no effort to coordinate the two LCHs’ configuration.

	MediaTek
	Common
	Common bucket is more naturally aligned with current bearer QoS control. The starving should NOT be a common case with sensible scheduler, if the uplink of one CG is much better than the other one, NW can provision more data to that CG. The starving of RLC status report is a coner case and therefore better left to UE implementation. One good thing for common bucket is no need to configure additional PRB/BSD or ratio/fraction parameter, which is solely for the purpose of separate LCP without performance gain.

	ZTE
	Common
	We also think common bucket has more flexibility for logical channel priority procedure, especially when only one grant is received in one TTI. When two grants are received in the same time, starving may occur. Assuming UE run LCP in turn, Bj maybe consumed completely by first round of LCP in one MAC entity. In this case and RLC status of another RLC entity can be still transmitted unless it can’t get uplink grant due to its low logical channel priority. If UE run the LCP procedure in turn between two MAC entities, then this problem will more or less disappear.

	ETRI
	Separate
	The common bucket approach has strength in terms of guarantee of QoS requirement as it could use two eNBs based on application’s requirements. However this approach has following two drawbacks. The first one is that this approach may cause a starvation of RLC status report and the other one is that it requires a lot of modification to current MAC specification.

In separate bucket approach, it seems that there is no starvation problem of RLC status report. Additionally this approach requires a little impact on current specification compared to the common bucket approach. However though it may cause some problem to guarantee of QoS of a radio bearer, it is possible to solve this by properly setting of LCP parameters for each logical channel when bearer split is configured.  

	ITL
	Common
	Basically, we support common bucket for QoS control for RB. The problem of PBR setting for seperated LCHs by network is that the change of PBR between the two LCHs should be required to monitor the wireless channel variation. It means that additional UL monitoring mechanism to change UL scheduling parameter is needed. It is not easy to implement above new mechanism. Whereas, we think that specification work for close interaction between two MAC entity would not effect the schedule to finish DC in Rel-12.

	CMCC
	Separate
	We share the same view with LGE

	ITRI
	Separate
	Using separate bucket would be simpler for the independent MAC to manage the UL resources and avoid the possible starvation problem.

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Separate
	We also respect the comments by other companies on the possible starvation of the RLC STTATUS Report by the use of common bucket. Additionally, we think there is possibility of starvation of MCG bearer (with low priority) by a split bearer.

We wonder the operation of BSR and common bucket based LCP. 

As shown in observation 1, a split bearer in downlink also appears as a split bearer in uplink. RLC STATUS report must be transmitted to the corresponding eNB hence RLC STATUS report transmission requires separate bucket. The use of common bucket for the PDCP PDUs means that there will be common bucket and separate bucket handling at the UE depending on whether PDCP PDU or RLC STATUS report are been transmitted.



	InterDigital
	Common
	We see common bucket operation where one MAC initializes, increments, and maintains the maximum size as more aligned with R10/11 CA UE behavior. The main difference that grants maybe limited to certain logical channels with DC can be handled by UE implementation for proper operation.

	NTT DOCOMO
	Separate
	We think the separate bucket is better:

- If we go with common bucket, there is a risk of the starvation. The one LCH in SCG (which transmits both RLC control PDU and PDCP PDU) may consume the Bj so much and the other LCH in MCG (which transmits RLC control PDU only) experiences the starvation resulting the RLC control PDU will be delayed.

- If we go with separate bucket, the appropriate rate control may be difficult. Since the rate control is based on QCI, the PBR should be split over LCH associated with MCG and that associated with SCG, such as 16kbps and 16kbps (corresponding to 32kbps PBR for the bearer). However, as the data rate of RLC control PDU will be a few kbps, we think the PBR control is mainly applied to LCH which delivers PDCP PDU.

	Kyocera
	Separate
	RLCs should be handled independently for CG. Therefore sepalated bucket is natual to use. 

	Intel
	Separate
	Common bucket has the starvation problem. In addition, close interaction between MAC entities are needed if common bucket is used.

Since only RLC STATUS PDU is transmitted to MeNB, and such status PDU is not transmitted frequently, the data rate to MeNB is very low. Using separate bucket is rather straightforward.

	CATT
	Separate
	For the common bucket, the LCP procedure is changed compared with the legacy LCP procedure. We need to clarify the UE behaviros of how to decrement and increment the bucket maintained at the UE.

For the separate bucket, the PBR can be coordinated along with the capability coordination between the MeNB and the SeNB. The LCP procedure is independent at the two MAC entities of the UE, and is the same as the legacy LCP. This simplifies the UE implementation. If the UL bearer split is not supported, the PBR has no need to be coordinated as the PBR of the logical channel with only RLC STATUS PDU can be set to infinity.


Having selected the mechanisms that are anyway required to handle RLC status reports for downlink bearer split, we need to look at possible additions - if any - to handle PDCP PDUs for uplink bearer split.

Question 3: for uplink bearer split, are additional LCP mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?
	Question 3: for uplink bearer split, are additional LCP mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	Regarding PDCP PDUs, comment will be suggested about each bucket algorithm as followings;

Common bucket:

Something new would be required to handle PDCP PDUs when simultaneously UL resource being granted. Based on current CA, since there is no priority over cells, it is not determined in MAC layer which cell to transmit PDCP PDUs. That is, even though BSR is reported to an eNB, actual tansmission of the corresponding PDCP PDUs could happen on the other eNB (i.e. MeNB/SeNB for SeNB/MeNB). For an instance, UE report mBSR (40 bytes) to MeNB and sBSR (80 bytes) to SeNB for one split UL RB. And granted resources are 100 bytes in MeNB and 100 bytes (assuming a UL grant for several LCGs). If the resource of MeNB pre-occupies data bits than of SeNB (assumption that MeNB has higher priority that SeNB for handling PDCP PDUs), UE could transmit 100 bytes for the split UL RB to MeNB, quite big portion of total 120 bytes. And if this LCP is steadily maintained, the RB of SeNB would not be satisfied in viewpoint of PBR. It would not be proper UE behaviour intended by network (i.e. Uninteded PBR due to greedy split RB).

Thus, two approaches are possible. One is PDCP layer should smartly construct PDCP PDUs and distribute them to each eNB. It would require complex implementation, in which PDCP SDUs should be smartly segemented and distributed with consideration of PDCP control PDUs (i.e. PDCP status report and interspersed ROHC feedback) and should satisfy network intended PBR somehow (Actually, this would require additional test case the IOT between network and UE.). The other is MAC layer should smartly utilize granted resource during LCP procedure (i.e. distribution function is in MAC layer). This would require a complex specification change in LCP procedure (e.g. thereshold based bucket utilization according to configured ratio and so on).

Seperate bucket:

Above unintended PBR due to greedy split RB could be compensated by separate PBR. However, even with smaller extent, it would also need some specification change on PDCP layer.

Some rules would be required on PDCP layer to prevent the segmentation of PDCP control PDUs and distribute it to proper eNB.

To sum up, LCP would need not to be changed by itself, but in order to support proper LCP, PDCP layer would require some change.

	Ericsson
	Yes
	In our understanding this case is as follows:

MAC entity 1 in MeNB: New PDCP PDUs and RLC status reports (LCH1)

MAC entity 2 in SeNB: New PDCP PDUs and RLC status reports (LCH2)

So here the difference as compared to Question 2 is that the bitrates for both MAC entites are assumed to be high as UL throughput enhancement is desired. 

Separate bucket case: Here the UE is configured with PRB1 and PRB2 and the achieved throughput corresponds to PRB1+PRB2 for the data bearer DRB1. The total PBR = PBR2 + PBR2. So the network can control that total PBR does not exceed the intended bit rate by configuring PRB1 and PRB2 to smaller values (e.g. 50% 50% split). However, this split solution is not optimal or very accurate as the phycial channel rate varies dynamically. Then this split bearer gets lower throughput (and relative priority) compared to a similar bearer for which PBR is not split. 

Common bucket: This solution would solve the double data rate problem (or the problems of splitting PBRs). However, we think that this solution has some other complexities. From UE point of view, there needs to be interactions between the two MAC entities. Also for the eNBs it is also challenging to control the amount of scheduled reseources used to comply with the PBR as the eNBs do not know how much resources are allocated in each eNB. In non-Dual Connectivity scenarios, the eNB has better understanding of the UE status, e.g. Bj, as it controls all resources allocated to the UE. 

All in all, neither of these solutions look very simple. 

About additional LCP and multiplexing problems: Section 2.2 of R2-140656 describes a problem in a case where the UE has one MeNB-only bearer and one split bearer where the logical channel corresponding to the split bearer has currently higher priority than the logical channel corresponding to the MeNB-only bearer. Assume that the UE sends BSR to the MeNB and SeNB. If the UE gets scheduled by the MeNB first then the UE would send the data associated with the split channel to the MeNB. Later, when the UE receives a grant from the SeNB it can be so that the buffer for the the split bearer is already empty and the UE sends padding which means that radio resources are wasted even though there is data associated with the MeNB-only logical channel still in the buffer. RAN2 needs to address this issue. If the UL split is introduced, then the solution is more complex.

	Samsung
	No
	No stong opinion. Above concerns would be valid but we discussed them in other questions.

	Broadcom
	No
	We don’t think any additional modification is required for LCP mechanism to support PDCP data split as long as the separate buckets scheme is used.
For common bucket, we need to have a special mechanism to guarantee minimum throughput for each CG so that UE can transmit at least RLC status PDUs for the transmission timing.

	Qualcomm
	No
	The same common token bucket mechanism is applicable and desirable in the presence of PDCP data. The separate token bucket imposes rigid restrictions on how much data could be pushed on each eNB link, regardless of the current conditions of the link. The common token bucket offers flexibility in that aspect while providing the desirable QoS. In corner cases there may be situations when the behaviour is not ideal, but those are just temporary (not leading to the long term starvation) and even then the issues can be addressed by appropriate implementation (and possibly some guidelines depending on which BSR mechanism is agreed).

	Panasonic
	No
	We don’t see the need for additional LCP mechanisms to support also the split of PDCP data. 
Also we don’t follow the concerns raised above. On the issue of radio resource wastage, this is already possible in Rel-8 when eNB is granting more resource than what has been reported in BSR. Furthermore this problem would be rather a corner case, i.e. happening only at the end of a data transmission burst.
On the starvation issue, this coud be avoided e.g. by means of configuring a PBR for the low priority bearer in the MCG. Concept of PBR was introduced, in order to avoid starvation of low priority bearers.

	Nokia & NSN
	No
	The same mechanism should be used as LCP in MAC should only see RLC PDUs and not differentiate control from data.

	Huawei, HiSilicon
	Yes
	There would be more complexity implications to control QoS performance of a split UL bearer, if separate bucket method is used:

· Timely update PBRs of MCG and SCG, so that there is no mismatch between PBR and available UL resource in an eNB;

· Careful handling of QoS parameter configuration in MeNB and SeNB, or new specification of UE behaviour, if a split bearer has different relative priorities in MCG and SCG;

If common bucket method is used, new UE behaviours need to be specified for appropriate operation of the system (both UE and RAN), as discussed in Question 2.

	LGE
	No
	No additional LCP mechanism is required.

	NEC
	No (additional mechanism)

Yes (additional complexity)
	Because the same problem of starvation of RLC STATUS REPORT with common bucket, probably separate bucket is still needed.
However the complexity is different. We cannot independently configure priority /PBR of the two LCHs as for the scenario of DL split bearer. NW needs to carefully split the PBR to two buckets, and it may not be able to change the split ratio as dynamically as the change of the radio channel/buffer conditions. This may invalidate the claimed throughtput gain.

	MediaTek
	No
	One LCP is sufficient to handle all RLC PDU (PDCP PDU and RLC status report).

	ZTE
	No
	When shared PDCP PDUs are quite many, the problem described by E/// actually doesn’t exist because there are always PDCP PDUs in the buffer for both radio links. Only when there is few PDCP PDUs, then starving issue may occur. But we believe flexibility benefit because of common bucket can justify the limited waste of radio resource. Again UE can still keep kind of artificial ratio internally to avoid such problem when it realize that only few PDCP PDUs are buffered.

	ETRI
	No
	In common bucket case, it is necessary for a UE to specify new UE behaviour to guarantee minimum throughput requirement for each cell group.(i.e. MCG, SCG) In separate bucket case, there is no additional LCP mechanism to handle PDCP PDUs.

	ITL
	No
	No additional LCP mechanism is required.

	CMCC
	No
	We do not think additional effort of taking care of PDCP PDU mentioned by several companies is a big deal.    

	ITRI
	No
	We don’t need additional LCP mechanism to handle PDCP PDUs.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	Yes
	If common bucket is used for PDCP PDUs, this is different from the mechanism to handle RLC STATUS report which must be delivered to the corresponding eNB hence on the granted resources by the corresponding eNB.

If separate bucket is used, PBR per each LC should be allocated carefully to serve the bearers sufficiently. This would also require the splitting of buffer status to the two eNBs to avoid the over allocation of resources. In order to achieve the desired UL throughput enhancement, the mechanisms should be carefully designed, and are more complex than the transmission of RLC STATUS corresponding to the DL split bearer.

	InterDigital
	No
	No new LCP mechanisms need to be specified. With a common bucket a UE vendor may choose an implememtation that avoids ot at least minimizes delay of RLC Status reports.

	NTT DOCOMO
	No
	From LCP point of view, the additional mechanism is not needed.

	Kyocera
	Yes
	We think one of additional LCP mechanism in UL is some kind of rule to define priorities between data on MCG bearer and data on split bearer, or between data on SCG bearer and split bearer. 

Considering scheduler in MeNB/SeNB for the data, the size of reordering buffer in MeNB should be considered in packet transmissions to SCG, taking into account radio condition as well as X2 latency. 

	Intel
	Yes
	We agree with Huawei’s analysis on additional complexity of LCP.

	CATT
	Yes
	For common bucket, the LCP procedure is changed on the decrement and the increment of the bucket, compared to the legacy LCP.

For separate bucket, the PBR needs to be coordinated between the MeNB and the SeNB.


4
Buffer Status Reporting
Buffer status reporting is used to indicate the amount of data the UE has available for transmission to help the eNB choose an appropriate transport block size. BSR actually reports the buffer status of logical channel groups (LCG). Logical channels can be divided in up to 4 different LCGs through RRC signalling but a logical channel does not necessarily belong to an LCG [36.331].
In MAC specification [36.321], the buffer size of an LCG is defined as:

	-
Buffer Size: The Buffer Size field identifies the total amount of data available across all logical channels of a logical channel group after all MAC PDUs for the TTI have been built. The amount of data is indicated in number of bytes. It shall include all data that is available for transmission in the RLC layer and in the PDCP layer; the definition of what data shall be considered as available for transmission is specified in [3] and [4] respectively. The size of the RLC and MAC headers are not considered in the buffer size computation. The length of this field is 6 bits. If extendedBSR-Sizes is not configured, the values taken by the Buffer Size field are shown in Table 6.1.3.1-1. If extendedBSR-Sizes is configured, the values taken by the Buffer Size field are shown in Table 6.1.3.1-2.


In RLC specification [36.322], data available for transmission is defined as:

	4.5
Data available for transmission

For the purpose of MAC buffer status reporting, the UE shall consider the following as data available for transmission in the RLC layer:

-
RLC SDUs, or segments thereof, that have not yet been included in an RLC data PDU;

-
RLC data PDUs, or portions thereof, that are pending for retransmission (RLC AM).

In addition, if a STATUS PDU has been triggered and the status prohibit timer is not running or has expired, the UE shall estimate the size of the STATUS PDU that will be transmitted in the next transmission opportunity, and consider this as data available for transmission in the RLC layer.


So as commented already above, from a MAC viewpoint, what originates from RLC is data, regardless of whether it is an RLC status report only or PDCP PDUs processed by RLC. With two MAC entities agreed for DC, two independent BSR procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. Reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not seem to require additional mechanism: each MAC entity can rely on existing buffer size calculations.
Observation 2: for DL split bearers, reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not require additional mechanism: each MAC entity can rely on existing buffer size calculations at RLC.

Question 4: do companies agree with Observation 2 and if not, which additional mechanisms would be needed?

	Question 4: do companies agree with Observation 2 and if not, which additional mechanisms would be needed?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	No additional mechanisms would be needed.

	Ericsson
	Yes
	When we have fixed mapping between RLC entities and MAC entities, it should be clear which RLC data belongs to which BSR procedure.

	Samsung
	Yes
	

	Broadcom
	Yes
	

	Qualcomm
	Yes
	Any data in RLC is always handled by the corresponding MAC entity.

	Panasonic 
	Yes
	No additional mechanism needed. 

	Nokia & NSN
	Yes
	

	Huawei, HiSilicon
	Yes
	There is fixed mapping between RLC and MAC entities in dual connectivity operation.

	LGE
	Yes
	

	NEC
	Yes
	

	MediaTek
	Yes
	

	ZTE
	Yes
	

	ETRI
	Yes
	When fixed mapping is considered between RLC and MAC, additional mechanism would not be required. 

	ITL
	Yes
	

	CMCC
	Yes
	

	ITRI
	Yes
	

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Yes
	

	InterDigital
	Yes
	

	NTT DOCOMO
	Yes
	

	Kyocera
	Yes
	No additional mechanisms would be needed. 

	Intel
	Yes
	

	CATT
	Yes
	


For UL split bearers, a joint buffer at PDCP is used. When an UL grant is received, a complete PDCP PDU is delivered to the corresponding RLC entity and that RLC entity handles the complete PDCP PDU. Once the PDCP PDU is delivered to the RLC layer and (at least part of it) is transmitted by the RLC layer, the retransmissions and the transmissions of the rest of the PDCP PDU is restricted to the peer RLC entity. The same applies to RLC status reports. Therefore, RLC SDUs or segments thereof that have not yet been included in a RLC data PDU, RLC data PDUs, or portions thereof that are pending for retransmission and RLC status report should be calculated as the data available for transmission to the corresponding MAC entity. In other words, at RLC, the existing definition of data available for transmission can be used for split bearers in uplink.

Observation 3: at RLC, the existing definition of data available for transmission can be used for split bearers in uplink.

Question 5: do companies agree with Observation 3 and if not, which additional mechanisms would be needed?

	Question 5: do companies agree with Observation 3 and if not, which additional mechanisms would be needed?

	Company
	Yes/No
	Comments

	Pantech
	Yes
	No additional mechanisms would be needed.

	Ericsson
	Yes
	Yes, we assume that the RLC restransmissions (if any) are locally done to the eNB similar to RLC status reports.
Note: It has been proposed (see R2-140367) that an approach with two PDCP buffers could be used so the assumption before Observation 3 “a joint buffer at PDCP is used.” would need to be discussed.

	Samsung 
	Yes
	

	Broadcom
	Yes
	

	Qualcomm
	Yes
	Any data in RLC is always handled by the corresponding MAC entity.

	Panasonic 
	Yes
	Nothing new/additional required.

	Nokia & NSN
	Yes
	

	Huawei, HiSilicon
	Yes
	The existing definition of data available for transmission can be applied per eNB, after the way of PDCP PDU being split is defined/configured and applied in UE.

	LGE
	Yes
	

	NEC
	Yes
	

	MediaTek
	Yes
	

	ZTE
	Yes
	

	ETRI
	Yes
	Current description on specification is sufficient.

	ITL
	Yes
	

	CMCC
	Yes
	

	ITRI
	Yes
	

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Yes
	

	InterDigital
	Yes
	

	NTT DOCOMO
	Yes
	

	Kyocera
	Yes
	No additional mechanisms would be needed.

	Intel
	Yes
	

	CATT
	Yes
	


In PDCP specification [36.323], data available for transmission is defined as:

	4.5
Data available for transmission
For the purpose of MAC buffer status reporting, the UE shall consider PDCP Control PDUs, as well as the following as data available for transmission in the PDCP layer:

For SDUs for which no PDU has been submitted to lower layers:

· the SDU itself, if the SDU has not yet been processed by PDCP, or

· the PDU if the SDU has been processed by PDCP.

In addition, for radio bearers that are mapped on RLC AM, if the PDCP entity has previously performed the re-establishment procedure, the UE shall also consider the following as data available for transmission in the PDCP layer:

For SDUs for which a corresponding PDU has only been submitted to lower layers prior to the PDCP re-establishment, starting from the first SDU for which the delivery of the corresponding PDUs has not been confirmed by the lower layer, except the SDUs which are indicated as successfully delivered by the PDCP status report, if received:

· the SDU, if it has not yet been processed by PDCP, or

· the PDU once it has been processed by PDCP.


For the bearers that are served by one MAC entity only, the current definition of data available for transmission can apply at PDCP. For split bearer however, because the buffered data can be transmitted to either node depending on the grants received by the two MAC entities, several alternatives have been proposed:

1)
report the same amount of data identically to both eNBs (see for instance R2-140043); 

2)
report the data as being available for transmission towards one eNB only (see for instance R2-140656);
3)
tailor the report based on signalled ratio (see for instance R2-140408);
NOTE:
with ratios ranging from 0 to 100% for both logical channels, the 3rd alternative can be understood as allowing the two others i.e. 100% and 100% to achieve the first one, and 0% and 100% to achieve the 2nd one.
4)
report the amount of PDCP data as zero to both eNBs.
5)
report the data as being available for transmission towards one eNB only until it exceeds a threshold. If the available data is above the threshold, the exceeded amount of data is reported to the other eNB.
Question 6: which of the alternatives above do companies see as most suitable to calculate data available for transmission at PDCP for split bearers in uplink?
	Question 6: which of the alternatives above do companies see as most suitable to calculate data available for transmission at PDCP for split bearers in uplink?

	Company
	Solution
	Comments

	Pantech
	2
	Regarding 1),

The basic intention of UL bearer split is the enhancement of UL system throughput in dual connectivity. However, in system viewpoint, 1) would waste UL resource by redundant BSR, which would be against the basic intention. The reason why to be wasted is because eNB would double-grants UL resource to UE by the redundant BSR (double reporting).

Regarding 3),

One simple way is just equational calculation by ratio without consideration of data PDCP SDU segmentation or PDCP control PDUs. However, the ratio would not be satisfied efficiently if data PDCP SDU segmentation and PDCP control PDUs are considered. That is because PDCP control PDUs should not be segmented and data PDCP SDU segmentation could not be performed by exact configured ratio. Further, if PDCP SDU is segmented, additional PDCP header would happen and the overhead could degrade throughput enhancement. That is opposite to the intention of UL bearer split.

	Ericsson
	
	Analysis of the solutions:

Solution 1: Double reporting. The problem of this approach is risk of double scheduling and thus waste of resources. It has been argued that this can be solved by smart scheduling and coordination over X2. However, this is not really true. When the UE sends SR and BSR to the network, the network cannot know if data available in the buffer should be sent to one eNB only (e.g. RLC Status Report) or can be sent to any of the eNBs (e.g. new PDCP PDU). Thus the eNBs needs to schedule the UE blindly.

Solution 2: Reporting to only one eNB. If the target is to have efficient UL split, this does not work very well either as this solution would require lots of coordination over X2 (which has long delay). Also in this case, the problem is that the eNB cannot know if the data can be send only to one eNB (such as RLC Status report). 
Solution 3: depending on PDCP queue management (see question 10).
All in all, it seems that the current BSR scheme is not sufficient or efficient for the UL split bearer case. Some enhancements would be needed.

Regarding Solution 4: We do not understand how this would work. How would the BSR be triggered for example for a TCP ACK? How would the forwarding of packets from one PDCP entity to the two RLC entities work?

	Samsung
	2
	In our view, the question is exactly how solution 1 and 3 work.

For the solution 1, 

· Is X2 based information exchange assumed? If so, what kind of information? How eNB decide when to exchange the information? If not, how each ENB ensure that the UL grant is not wasted?

· In many cases, there would be only one or two PDCP SDUs at a time (TCP ACK in downlink heavy traffic bearer or TCP segment during ramp-up in uplink heavy traffic bearer). We are not sure how this situation can be handled. For example, one PDCP SDU of x byte arrives and reported to both ENBs. Then how ENB knows that x byte is for a single SDU and whether the other ENB has already served the SDU or not (i.e. implicit split does not work here. If SeNB granted a single byte transmission, remaining [x-1] byte shall be served by the SeNB)

For the solution 3,

· Let’s assume the split ratio is configured to x % and [100-x]%. Then what UE shall report when a PDCP SDU arrives to the buffer already storing n SDUs. The buffer status is determined based on the current buffer status only or on historically tracked status? The ratio is byte-based or SDU-based? If it is byte-based, how to ensure that an ENB does not schdueld a PDCP PDU when the PDCP PDU is forwarded to the RLC entity for the other ENB?

· Same concern as the second bullet of solution 1. How solution 3 works if only a single SDU is buffered?

If we go for the solution 2(We assume solution 2 here is no split of PDCP PDUs i.e. 0:100 or 100:0), we don’t need to bother with single SDU problem and don’t need X2 information exchange.

Given the limited time schedule for DC standardization, our proposal is to go for solution 2 in this release. In the later release, we can amend the mechanism with either solution 1 or 3.

	Broadcom
	3
	Solution 1: MeNB and SeNB need to coordinate uplink scheduling with the non-ideal backhaul X2 interface. We are not sure if it’s really feasible.
Another problem is that the network cannot know, for instance, whether a 1500-byte PDCP buffer size reflects a single PDCP SDU, which actually cannot be split, or smaller SDUs that can be split to two legs. More generally, the accuracy of the UL grants is in the order of 1500 bytes if the SDUs are of the typical IP frame size used in practice in high volume data transmission. This will result in frequent insufficient grants for one eNB and frequent padding for the other.
Solution 2: We have the same concern as solution 1.

Solution 3: The suitable solution would be to report a fixed portion of the pending uplink data in the BSR of the SeNB and the rest on the MeNB.
When PDCP SDUs are assigned to the eNBs already at the PDCP level, the BSRs will accurately reflect the needed transmission capacity in each uplink leg, so the network can provide the UE with UL grants that match the needs. The assignment of the PDCP SDUs to the two paths need not be completely rigid and the assigments can be changed if the link qualities force the network to give smaller than requested grants for one of the cell groups.

Solution 4: We understand this solution so that the UE PDCP submits the PDCP PDUs to the RLC so early that the BRS prodedures are based on the resulting RLC buffer status for each leg separately. This solution is close to solution 3 in the way of thinking, but the final decision on the path selection is made earlier while the selection in Solution 3 is provisional and can be changed if needed. Solution 4 is thus less flexible. On the other hand, flexilibity can be designed also to Solution 4 by clever UE implementation, so solution 4 may not be very different from Solution 3 in practice.

	Qualcomm
	3
	Ratio-based reporting alleviates the issue of double scheduling at the network. The further possible BSR inaccuracies when used for scheduling are also present in the current systems, and are not seen as significant impairment.

The other two approaches do not seem as good candidates as the approach 3. The first approach suffers from the double scheduling issue. In case of approach 2, if BSR is only triggered to a single eNB, BSR and scheduling coordination over X2 between eNBs would be required to achieve uplink bearer split gains. This incurs delays, especially over a non-ideal backhaul and, hence does not seem a viable solution in general.

	Panasonic
	3
	In option 3) the fixed ratio is applied in terms of bytes or PDCP PDUs. The latter one being used in order to avoid segmentation of PDCP PDUs. The two reporting options, i.e. ratio applied to bytes or PDCP PDUs, might on average not differ significantly for the case that many PDUs are transmitted beween two BSR reporting instances. Also it should be noted that there are already today BSR inaccuracies given by the granularity of the buffer size levels defined for the BSR MAC CE.

The other schemes (1 and 2) can be more inaccurate since the network will not be able to determine what part of the BO is from a split bearer since 

a) split bearer’s BO contribution would be hidden inside LCG and 

b) PDCP and RLC BO are summed while reporting

For details please see R2-140475. Also these schemes require X2 coordination on more frequent/ RT basis compared with 3).

	Nokia & NSN
	3 if both ratios can be 100%, 1 otherwise
	First we would like to point out two things:

1. Flow control for DL traffic will require some information exchange over X2 regardless of what we do with BSR for uplink.

2. We should not mix BSR reporting (a rough instantaneous measure of the UE buffers) with actual LCP.

Then, with respect to over-scheduling, one should realise that this would only happen when the UE buffers are empty i.e. at the end of the data spurt. Under-scheduling because of fixed ratios would however occur as long as data is sent and we think it is a much more serious issue than sporadic padding. The specification should allow a scheduler wishing to minimise under-scheduling to operate.

	Huawei, HiSilicon
	2
	Our understanding is that data here is PDCP data, not including RLC status report. Hence, in Solution 2, BSR for one eNB contains only RLC status report, and BSR for another eNB contains both RLC status report and PDCP data.

Solution 1: since RLC status report and PDCP data are not differentiated in BSR, it is not clear how smart scheduling can work, even if (frequent) X2 coordination between MeNB and SeNB is available, as eNBs can’t derive how much resource needs to be scheduled for the RLC status report, and in turn how eNBs’ resource can be coordinated for PDCP data. Instead, duplicate copies of both BSRs (including 100% PDCP data but respective RLC status report to MCG and SCG) seem to be needed in MeNB and SeNB, if some algorithm is to be applied to coordinate the scheduling on MeNB and SeNB.

We share the same concerns as Samsung for the solution 3, when the split ratio is not 0% vs. 100%. And there is further complexity implication in the BSR generation and update if a split bearer belongs to LCGs of different priorities in MCG and SCG. However, the RRC configuration can be more accommodative to PDCP data split by supporting split by ratios. For Rel.12, only the configuration of the combination of 0% and 100% is supported.

	LGE
	4 (first priority)

2 (second priority)
	We think the main issue in UL bearer split is whether we want to achieve uplink throughput or to keep a simple BSR operation. As a compromise between uplink throughput (UL PDCP data split) and simple BSR operation (UL PDCP data to one eNB), we propose a new simple solution in Alternative 4 supporting uplink throughput.

In alternative 4, PDCP data is not considered in BS calculation. It means that the UE reports only data available for transmission in RLC to each eNB. In most cases, the amount of uplink PDCP data is very small, e.g., TCP ACK (1 or 2 PDCP PDUs), hence it would not be a big problem not to report the amount of PDCP data. Even if the amount of uplink PDCP data is large, there may not be a big problem as long as the PDCP SDU is quickly delivered to RLC, which depends on the UE implementation. Note that other MAC operations such as BSR trigger are not impacted by Alt.4.

Alt. 4 can be seen as a special case of Alt.3 by setting 0% and 0% to each MAC entity, but it does not require any ratio signalling.
If Alt. 4 is not acceptable, we support Alt.2 in Rel-12 considering the limited time frame for Rel-12.
Answer to Ericsson’s comment: 

· BSR trigger: As we already mentioned, other MAC operations are not impacted by Alt.4, i.e., BSR is triggered in both MAC entities upon PDCP data arrival. When sending BSR, PDCP data available for transmission is considered as zero in BS calculation in both MAC entities.

· PDCP data delivery to RLC entity:To which RLC entity the UE delivers PDCP data is left up to UE implementation, e.g. having more uplink grants or less RLC data to transmit, etc. Note that selection of RLC entity is also UE implementation in Alt.1 and Alt.3a. Even in Alt.3b, selection of PDCP buffer is UE implementation.

	NEC
	
	We share the views of Samsung, Ericsson and Huawei on the issues of each solution. 

In general, if UL bearer split is support, not sure if solution1, 2, 3 can work, more clarification on details is needed. 

	MediaTek
	3 or 1
	If CG coordination is there, then 1 and 3 has similar performance (whether data provisioning is done at NW or UE). Even there is no coordination, solution 2 is still too conservative, underscheduling is more common than overscheduling. Simple mechanism can be added if overscheduling is a really a concern. 

For 4, how does the eNB know the amount PDCP PDU?

	ZTE
	3
	The main purpose for the new scheme is to report BSR accurately as much as possible. From this aspect we don’t think alt1 is good approach because we don’t think X2 interface is suitable for coordination of timely information like BSR. And it is not clear how both MeNB and SeNB can figure out more accurate information by exchanging the same amount of BSR information. And we don’t think alt4 is feasible solution by only assuming uplink throughput is low. If it is the case alt2 is better. In R12, general scheme like alt3 can be approved, but of course 0%~100% can be also discussed for R12 only just to save meeting time to finish the WI.

	ETRI
	3
	In option 1, coordination over X2 interface is needed to prevent from suffering double scheduling. However, this type of coordination could not be efficient mechanism for precise uplink scheduling, since non-ideal backhaul is considered as transport of X2 interface in Rel-12 SCE. 

Regarding option 2, we have similar concern described in option 1. Although it is true that option 3 has more complexity compared to option 2 and option 3, this approach could alleviate the issue of double scheduling. Thus we think the option 3 is more efficient mechanism than others. 

	ITL
	4 (slightly prefer)
	Basically, we support LGE's perspective. however, it is not clear that it is really not a big problem not to report the amount of PDCP data.

	CMCC
	3
	Generally, alternative 3 works better than 1 and 2. But how the split ratio is performed in UE needs further discussion. In our view, the calculation of split ratio should be in the unit of Bytes instead of PDU. When a UL PDCP PDU arrvies, UE decides which eNB the data belongs to based on in which way the result splitting ratio (consider all the previous PDCP PDUs as well as the new ones) is closer to the configured ratio (the UE should not perform segmentation of PDCP PDU).

	ITRI
	3
	With Solution 3), UL resource waste (due to double reporting) and resource scheduling inefficiency (due to X2 latency) can be avoided. NW may configure the ratios based on the load condition of MeNB and SeNB to improve UL throughput.

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	?
	We agree with Ericsson and others that all solutions have some issues involved and it is not clear whether it is possible to have one solution addressing all aspects of BSR when UL bearer split is considered.

	InterDigital
	1 or 3
	With alternative 1 the eNB’s provide the ratio which maybe slightly less accurate than alternative 3 since PDCP data can not be distinguished. If some aspects of 3 (i.e. granularity of RLC SDU’s, minimum RLC SDU threshold…) are found to be complex we could start with 100/0, 0/100, and 100/100 (effectively alternative 1) ratios as a baseline.

	NTT DOCOMO
	5
	We think that each alt has pros and cons:

Alt1/2 has some flexibility for eNB to schedule based on the scheduling coordination over X2, but overallocation may not be avoided, since BS reflects the amout of data including not only PDCP/RLC SDU but RLC control PDU.

Alt3 can avoid the overallocation more precisely, but the ratio should be set appropriately for higher UL Tput.

Another alternative is the similar approach to Alt2. UE evaluates the volume of the total PDCP PDUs, and unless it exceeds the threshold, UE reports BS toward only either eNB, otherwise the extra amount of data will be reported toward the other eNB. For example, UE is indicated “150kbyte” from eNB as the threshold and the amount of data is 60kbyte, UE reports BS only for SeNB. Then if the amount of data is 200kbyte, UE reports 50kbyte for MeNB and 150kbyte for SeNB. Theshold can be set e.g., based on the bandwidth delay product of TCP. 

	Kyocera
	3
	Alt 1 is a simpler way but it cannot take radio conditions of each CG into account. Therefore, radio resources wil be wasted. 

Alt 2 may achieve throughput gain under an ideal backhaul condition; however, for non-ideal backhaul, i.e. non-ideal X2 latency, Alt 2 will cause coordination delay between eNBs resulting in radio-condition-insensitive scheduling. 

Alt 3 is more complicated, but it’s expected to minimize waste of resources. We assume the ratio will be configured by RRC and/or additional mechanism to allocate it dynamically. 

	Intel
	?
	We agree with Ericsson, Samsung, and others on the concerns of various issues of all solutions, and wonder whether one solution can resolve the issues (like starvation) and achieving the UL throughput gain simultaneously.

	CATT
	2?
	Without UL bearer split, the UE can simply report the data at the PDCP layer to one eNB.

If the UL is supported, solution 1 and 2 would require the coordination between the MeNB and the SeNB for each BSR report via non-ideal backhaul so as to aovid the double scheduling. The UL UE throughput will decrease. For solution 3, we share the same concern as Samsung.


5
Scheduling Requests

With two MAC entities agreed for DC, two independent SR procedures run in parallel: one for the MCG handling the logical channels mapped to the MAC entity corresponding to the MeNB and another one for the SCG handling the logical channels mapped to the MAC entity corresponding to the SeNB. A scheduling request is triggered when a BSR is triggered but the UE has no uplink resources to transmit it [36.321]: 

	5.4.5
Buffer Status Reporting

[…]

If the Buffer Status reporting procedure determines that at least one BSR has been triggered and not cancelled:

-
if the UE has UL resources allocated for new transmission for this TTI:

-
instruct the Multiplexing and Assembly procedure to generate the BSR MAC control element(s);

-
start or restart periodicBSR-Timer except when all the generated BSRs are Truncated BSRs;

-
start or restart retxBSR-Timer.

-
else if a Regular BSR has been triggered:

-
if an uplink grant is not configured or the Regular BSR was not triggered due to data becoming available for transmission for a logical channel for which logical channel SR masking (logicalChannelSR-Mask) is setup by upper layers:

-
a Scheduling Request shall be triggered.

[…]


For DL split bearers, the arrival of an RLC status report on a logical channel fulfilling the BSR triggering condition will trigger a scheduling request. The alternatives to handle such scheduling requests are:
1)
no changes and have each MAC entity requesting separate resources if configured to do so - see for instance R2-140247;
NOTE:
LCG configuration in RRC can be used to prohibit BSR/SR from an LCG.
2)
inhibit the SR related to the logical channel (for instance by extending the logicalChannelSR-mask when no SPS grant is configured) - see for instance R2-140043;
3)
introduce a threshold that would only trigger an SR when the buffer size goes above that value - see for instance R2-140408;
4)
anything else?

Question 7: which of the alternatives above do companies see as most suitable for downlink bearer split?

	Question 7: which of the alternatives above do companies see as most suitable for downlink bearer split?

	Company
	Solution
	Comments

	Pantech
	1
	At least, RLC status report should be guranteed. Hence, SR to SeNB would be useful when UL resource allocation is not sufficient in SeNB. Even though being so natural thing, SR count should be calculated independently in each MAC entity. That is, SR trigger should not be double-counted in an UE because double counting hastens random access initiation.

	Ericsson
	1
	Triggering of SR should be done independent in each MAC entity. So if BSR is triggered in one MAC entity, then also corresponding SR is triggered in the same MAC entity.
Alternative 2 above is not needed (prohibit double SR in some cases for the split bearer). In this scenario (only downlink split), it can be expected that the same UL data (new PDCP SDUs) does not trigger BSR and consequently SR to both eNBs. Instead, SRs towards both eNBs are needed. Alternative 2 would better be discussed in Question 8?
Alternative 3 is not needed either as BSR triggering rules (split+potentially threshold) should make sure that there are no unnecessary SRs.

	Samsung
	1
	Solution 1) is direct extension of the current mechanism and works. Starting point should be 1). Whether we need solution 2), 3) or anything else should be studied further (if time allows).

	Broadcom
	1
	If Regular BSR is triggered, SR will be triggered in absence of allocation except for SPS logical channels. If SR is not configured, Random access will be triggered. We think we only need to decide the logic for Buffer status reporting, because the SR operation need not be changed. For dual connectivity, we don’t see any special use case for triggering BSR towards an eNB but not triggering SR.

	Qualcomm 
	1
	The SR triggering procedure should remain unchanged from the current specification. For the purpose of the DL bearer split only that involves RLC status report on UL, the RLC Status reports should trigger SR to the specific eNB. Note that the approach 3 is actually related to the BSR with UL bearer splitting and should be considered in that context.

	Panasonic
	1
	Triggering of BSR/SR should be idependent in each MAC entity

	Nokia & NSN
	1
	Since RLC Status PDUs should not be delayed.

	Huawei, HiSilicon
	1
	A straightforward extension of SR operation per MAC entity is sufficient to support DL bearer split, e.g., the transmission of RLC status report. 

	LGE
	1
	Alternative 1 is straightforward with independent BSR procedure in two MAC entities.

	NEC
	1
	Independent SR in each MAC entity is baseline.

	MediaTek
	1
	Relying on LCG configuration and independent BSR procedure is sufficient. 

	ZTE
	1
	

	ETRI


	1
	For DL split bearers, independent SR in each MAC entity is required, since the BSR is triggered in each MAC entity.

	ITL
	1
	It is straightforward extension.

	CMCC
	1
	For downlink bearer split, we do not see any need for SR inhibiting

	ITRI
	1
	If BSR is triggered in one MAC entity, the corresponding SR should be also triggered in the same MAC entity. Therefore, we should go for Alt 1).

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	1
	Independent SR in each MAC entity

	InterDigital
	1
	

	NTT DOCOMO
	1
	

	Kyocera
	1
	We believe it’s natural to trigger SRs in each MAC entities independently. 

	Intel
	1
	Solution is straightforward, following the current trend of independent MAC entity operation.

	CATT
	1
	The SR triggering independent at each MAC entity is simpler and sufficient.


As before, having selected the mechanisms that are anyway required to handle RLC status reports for downlink bearer split, we need to look at possible additions - if any - to handle PDCP PDUs for uplink bearer split. For split bearers in uplink, because a common PDCP buffer is shared between the two MAC entities, data arrival on a split bearer may trigger two SRs from the two MAC entities. The same alternatives as above are possible and the question becomes:
Question 8: for uplink bearer split, are additional SR mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Question 8: for uplink bearer split, are additional SR mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?

	Company
	Yes/No
	Comments

	Pantech
	No
	Same reason as the response for Q7

	Ericsson
	No
	We think that it is that SRs should depend on triggered BSRs, not about uplink split.

	Samsung
	No
	

	Broadcom
	No
	

	Qualcomm
	No
	For uplink bearer split, sending separate SR triggered by the same BSR can lead to double scheduling when the buffer size is small.  As described in the reference for approach 3 in Q7, the double scheduling problem can be avoided by applying a threshold when triggering the BSR, in which case no new SR mechanisms are necessary. 

	Panasonic
	No
	

	Nokia & NSN
	No
	As a starting point.

	Huawei, HiSilicon
	No
	As BSR also contains information for non-split bearer (whether MCG bearer in MeNB or SCG bearer in SeNB), the impact of the existence of split bearer is absorbed in the BSR generation. Hence, there is no need of special SR mechanism just for split bearer.

	LGE
	No
	No additional SR mechanism is required.

	NEC
	No
	

	MediaTek
	No
	

	ZTE
	No
	

	ETRI
	No
	There is no need to introduce additional SR mechanism for uplink bearer split.

	ITL
	No
	

	CMCC
	No
	

	ITRI
	No
	We don’t need additional SR mechanism to handle PDCP PDUs.

	Alcatel-Lucent/ Alcatel-Lucent Shanghai Bell
	No
	Not seen a reason for addiotnal SR mechanisum.

	InterDigital
	No
	

	NTT DOCOMO
	No
	We think that for UL bearer split, a mechanism such as Alt3 (threshold evaluation) is needed as a part of BSR mechanism (see our anwer to Q6).

	Kyocera
	No
	Same reason as the response for Q7

	Intel
	No
	

	CATT
	No
	Independent SR triggering is sufficient.


6
Uplink Power Control

Because at least one company highlighted power control as an additional issue to be investigated, company views are invited on the topic.
Question 9: do companies foresee a difference in specifications of uplink power control between supporting and not supporting bearer split in uplink?
	Question 9: do companies foresee a difference in specifications of uplink power control between supporting and not supporting bearer split in uplink?

	Company
	Yes/No
	Comments

	Ericsson
	Yes
	To achieve UL throughput enhancements by doing UL split the UE needs to send heavy UL traffic towards both eNBs simultaneously. If so there is a need to do accurate UL power control to achieve improved UL throughput. Currently UL power control is done by one eNB and this eNB has complete information regarding the power headroom and the scheduling decisions. These mechanisms work on a short timescale to ensure that the UE is scheduled to maximize the UL throughput and maximum system capacity.

In DC we assume long backhaul delays which does not allow for coordination on short time scales. Hence one eNB will not be aware of scheduling decisions of the other eNB and hence not how much power really is available in the UE. Hence, current power control mechanism will not be sufficient as the eNBs will not have complete information.

On the other hand, if we do not have UL split we assume that the requirements on the accuracy of the power control is lower as “collisions” and the UE is likely not scheduled using the full bandwidth. It would for example not be critical to do very accurate power control if only some low rate traffic (such as feedback information, or voice) should be sent towards one eNB while the heavy UL traffic is sent to the other eNB. Thus, the power control scheme could likely be less complex.

From what we understand, the simulation results shown in R2-140047 are assuming more or less ideal power control. Of course, we cannot expect ideal power control in reality and hence the goal with UL split (i.e. UL throughput enhancements) may not be achieved.

	Panasonic
	No
	We don’t think that uplink power control would be more complex when supporting also splitting of PDCP data in the uplink. Changes to power control/transmission power management are required already due to the fact that UE can transmit simultaneously in the uplink to both MeNB and SeNB i.e. different power control. RAN1 working assumption that UE can not assume any maximum timing difference from MeNB and SeNB influences further on the power control. Essentially these issues occur irrespective of whether we support UL PDCP data split or not.

	Nokia & NSN
	No
	Unless we start restricting uplink traffic by introducing new mechanisms to limit the activity of non-split bearers (e.g. to avoid parallel transmissions), we do not see why uplink bearer split would bring additional impacts to power control

	Mediatek
	No
	We also do not think power control is an issue to be considered for bearer split, it is a general issue for parallel transmission under dual connectivity.

	Pantech
	No (for the specification change) but yes (for impact to the efficiency of power control scheduler implementation in eNB side)
	The specification change of PC (power control) algorithm by itself has not been forseen so far.
However, impact to the efficiency of PC scheduler implementation is agreeable. Since UE’s transmission power is related to pathloss and granted resources (bandwidth and MCS level), the scheduler of eNB should consider PH and BSR in order to maximize UL transmission. Hence, if dual data transmission is considered in scheduler, more complex implementation would be required ideally to maximize dual data throughput as considering unkown other eNB’s exact scheduling situation (e.g. unknown PH in scheduling time, fairness of transmission on lower layer, and so on). In the other hand, if only one data transmission is considered in scheduler, less complex implementation seems applicable.

	Huawei, HiSilicon
	Yes 
	Though specification can be written in a way that no additional support is introduced for power control of split UL bearer, the resultant UL throughput would be inferior to that with better UL power control.

Because RLC status report is transmitted to corresponding eNB and there is not much traffic for acknowledging DL TCP packets, the decision of UL bearer split has little impact on DL UE throughput. Hence, the decision on the need of UL power control enhancement should be based on its impact on the maximum UE UL throughput.

The maximum UE UL throughput can’t be achieved unless there are sufficient data for parallel transmissions to both eNBs. In that scenario, either coordination between eNBs for scheduling or enhanced power scaling rules at UE or both need to be defined to maximize the use of UE power and avoid waste of UL radio resources.

Therefore, the enhancement of UL power control is needed as soon as UL split bearer starts to bring about the benefits of UE UL throughput, by having simultaneous UL grants from both eNBs for data transmissions in a TTI.

	ZTE
	No
	We think there is no essential difference considering parallel transmission is possible regardless uplink split is introduced or not. But we also intend to agree parallel transmission would occur more frequently if uplink split is introduced. In R12 we can live up with the same solution.

	ETRI
	Yes
	If we do not consider simultaneous transmission on uplink, it may not be necessary to introduce new mechanism for power control. However if we assume the simultaneous transmission on uplink for throughput improvement, we should consider new mechanism for the power headroom report and the scheduling decisions. Thus, we share the views of Ericsson in case of simultaneous transmission.

	ITL
	No
	In MAC specification perspective, there is no change needed.

	CMCC
	No
	In our understanding, UL power control should also carefully handle UL RLC status report and TCP feedback. Especially for TCP feedback, the poor UL power control may significantly impact the TCP RTT and may result in slow start, in that case the DL throughput will be largely reduced. 

	ITRI
	No
	The power control issue should be the same for both 1A and 3C scenarios.

	Broadcom
	No
	It is irrelevant from the power control point of view whether the data being transmitted in UL belongs to a split or non-split bearer. The bearer splitting happens at the PDCP level and PDCP has no connections to power control.

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	Yes
	Power control any way seems quite complex for the support of dual connectivity. To achieve UL throughput enhancements using UL bearer split, (e.g. in UL heavy traffic scenario) efficient power control mechanism is required. Power control is under RAN1 study.

	InterDigital
	No
	Since transmissions may occur simultaneously to both eNB’s with or without UL data split, no additional functionality for UL power control is introduced by supporting UL data split.

	NTT DOCOMO
	No
	Even in 1A, the simultaneous transmissions torward MeNB and SeNB can happen when both MCG and SCG bearers are established. Power management between different eNBs is a common challenge for both 1A and 3C. Given that, the additional mechanism due to introduction of UL bearer split does not exist.

	Kyocera
	No
	We don’t see the difference in specification between supporting and not supporting split bearer. The dual Tx, i.e. two uplink transmission simultaneously, is needed for dual connectivity, and it doesn’t matter whether it’s for the purpose of split bearer or not, i.e. SCG bearer also needs the dual Tx.  

	Qualcomm
	No
	Both 1A and 3C have the same power control issues. Non-split bearers served by different eNBs can consume as much (or even more) power as split bearers, depending on amount of traffic, link budget, etc. As such, the same power control procedures are applicable for 1A and 3C and no specific optimizations are needed for split bearers.

	Intel
	Yes
	We agree with Ericsson and Huawei that to achieve the throughput gain of UL bearer split, enhancemetns to UL power control might be needed when UE is scheduled simultaneously by MeNB and SeNB in one TTI.

	CATT
	Yes
	We share the same view with Ericsson. The UL bearer split is to improve the UL throughput. If we do not have accurate power control coordination between two eNBs, the UL throughput is expected to be low.

	Samsung
	No strong opinion
	We tend to agree to the point that UL split may increase the need for accurate/enhanced power headroom reporting/power control mechanism, but not sure whether it should be standardized one. 


7
PDCP Buffers

When discussing BSR, one company pointed out that different queue management would be possible at the UE:
A.
The UE maintains one PDCP buffer. 

B.
The UE maintains two PDCP buffers (one for MeNB and one for SeNB) where incoming data is split into these two buffers based on the configured ratio for BSR.

These two approaches would not only affect BSR reporting, but also how packets are sent in the uplink. For instance, with separate queues the UE would not respond to an uplink grant in SCG with an empty SCG queue even if PDCP PDUs were buffered in the MCG queue.

Question 10: which of the two queues mechanism do companies see as most sensible?
	Question 10: which of the two queues mechanism do companies see as most sensible?

	Company
	Atlernative A or B
	Comments

	Ericsson
	?
	Atlernative A: with fixed split ratio for the BSR, this alternative solves the double scheduling problem to some extend. With this alternative, the actual throughput can be different than the split ratio. However, this solution also has a lot of complexities: 1) starvation and padding problem in the logical channel prioritization as explained in R2-140656 2) In current BSR mechanism, the BSRs are triggered only in some cases (e.g. data arrives to the empty buffer etc). Thus the eNB needs to combine BSR info to the amount of scheduled data to understand the queue status. However, with UL split, one eNB does not know how much the other eNB has been scheduling for the UE. This then leads to unnecessary scheduling and padding. 
Alternative B: Pre-allocating PDCP SDUs to different queues. This solution would solve many issues of double scheduling, starvation and ambiguous BSR. But the main problem is that UL thoughtput would be fixed in this case (corresponding to the split ratio) meaning that overall UL throughput (over the two links) would remain low and the motivation for the UL split would be lost.

In response to Broadcom’s question. From what we understand of the Broadcom proposal; the UE would, in PDCP do a split of the PDCP buffer based on a configuration in to two sub-buffers (for example, 1000 bytes arrives in the PDCP buffer and the UE splits 500 bytes to each sub-buffer) and then let the below procedures for BSR and LCP be unaffected, i.e. that the UE would report 500 bytes to MeNB and 500 bytes to SeNB. The problem then is that if even if the MeNB may have the possibility to schedule the UE with 1000 bytes while the SeNB currently cannot schedule the UE at all, then the UE could only send the 500 bytes to MeNB and the other 500 bytes would be “stuck” in the SeNB-buffer even though the MeNB could have scheduled 1000 bytes. Maybe we have misunderstood the Broadcom proposal and if so, please clarify.

	Panasonic
	A
	

	Broadcom
	B-ish
	It would be better just to talk about assigning the PDCP SDUs to either one of the two legs and this is done mainly for BSR reporting. The practical UE implementation may be based on processing two PDCP SDU/PDU queues or buffers. It is also possible to implement PDCP buffering and BSR so that all pending PDCP PDUs reside in the same buffer, but the UE will just remember which PDUs were reported to which eNB in the BSR, because the UE expects the grants to match the reported data sizes and the PDUs must be placed in correct transport blocks to avoid overflow in some transport blocks and padding in others. However, the assignment of the PDUs must be flexible and any PDUs can be taken from any buffer if the grants are larger than expected and the assigned set of PDUs (or PDU queue or PDU buffer) is exhausted. The terminology is not yet established and also the description below contains various implementation-oriented terms for the same abstract concepts, mostly for convenience and clarity.

The PDCP PDUs are assigned to appropriate eNBs according to the configuration (ratio) already in the PDCP. This division will then be the basis for the BSR for each eNB. A possible implementation in the UE is that each eNB should have its own queue in the PDCP and the PDCP entities distribute data submitted by the upper layers is placed to these queues according to the splitting ratio configuration. After that, the BSR to each eNB is generated according to the amount of data in the corresponding queue. Handling a small number of large blocks is automatically handled properly with this method, because each PDCP PDU will be allocated to just one eNB from the start, so each BSR will reflect exactly the amount of data that can truly be transmitted via each eNB (see more details in R2-140367 section 2.1 Alt-2).

Please note this solution doesn’t require 2 buffers but e.g. UE could have one buffer and each buffered PDCP PDU has an additional attribute; associated CG.

The fluctuation in the actual transmission capacity via each eNB may cause a situation where the UE does not get as much UL grants as it requested with the BSRs and one of the queues in the PDCP grows longer than the other. In such a case, the UE implementation should adjust the contents of the queues and adjust the BSRs accordingly, but with some caution not to confuse the eNBs.

When queues are changed dramatically, it is naturally good to trigger a new BSR on both legs immediately to refresh the buffer status.

NOTE: The throughput of each eNB is not fixed although the ratio between them is fixed in the short time perspective.
This arrangement removes all the interdependencies between the LCP and bearer splitting, especially when separate buckets are used in LCP. As BSR each eNB is based on RLC and PDCP buffers in exactly the same way as in single connection, there is no link between the BSR and LCP either. This arrangement also encapsulates the bearer splitting more inside the PDCP where is really belongs, because PDCP is the protocol layer where the bearer splitting actually happens.

The UE need not do any predictions on future scheduling decisions, because the PDCP is operating purely according to the prediction given by the network in the form of the bearer splitting ratio configuration. The deviations form the predicted splitting ratio can be handled by adjusting the contents of the queues dynamically.

Furthermore, the queues should not be considered as final decisions on the path selection, but the UE can take data from any queue if the network happens to give larger grants than requested by the UE in the form of the BSRs. The main purpose of the two PDCP queues is to guide the BSR generation so that splitting is possible exactly with the data amounts reported in the BSRs and grants won’t give an impossible requirement of splitting a PDCP SDU, which is “atomic” and cannot be split.

The main purpose of assigning the PDCP PDUs to each eNB separately is to enable grants that exactly match the sizes of individual PDCP PDUs. In other aspects, it will as flexible as any other method based on a single, unorganized buffer.

	NEC
	?
	Solution B can work but then it is doubtful if any throughtput gain can be achieved with this kind of hard splitting.

	Mediatek
	A
	We do not quite understand the gain of B, from queuing theory, separate buffer always perform equally or worse than common buffer. So, from performance point of view, we should adopt A and then try to fix the potential problems if any.

	Nokia & NSN
	A
	We do not think B makes sense because:

1. It is mixing BSR and LCP.
2. The UE cannot predict future scheduling decisions.
3. This would result in situations where data in a queue would never be sent although resources are granted.
4. Building a transport block for transmission is a process that starts from the grant received on the physical layer and propagates through the radio protocols up to PDCP. 

5. For transmission, we have a requirement in 36.321 that the UE "should maximise the transmission of data."

6. There may still be unprocessed but buffered IP packets in PDCP (i.e. a third queue).

7. This approach no longer looks like 3C as it was originally discussed in the study item phase.

	Huawei, HiSilicon
	B, unless thorough enhancement will be specified to really make option A accomplish more than option B does in real operation.
	In theory, option A provides better performance potential than option B does, in terms of UL UE throughput.

On the other hand, option A would also have more impact on the specifications than option B would. For example, more works are needed for option A to define UE behaviours in BSR generation and cancellation, as the status of the common PDCP buffer is affected by LCP operations on two MAC entities. That is, the interactions with more than one MAC entities need to be specified for BSR generation and cancellation in option A. Furthermore, option A is susceptible to the issue that the split bearer takes up all UL grant capacity and starves other bearer of lower priority on one eNB, while the UL grant from another eNB is wasted.

Hence, the performance of option A in practice depends on how comprehensive specifications are written to fill potential gaps in achieving the performance goal.

	ZTE
	A
	

	ETRI
	A
	As uplink transmission capacity may be fluctuated by the channel quality, dynamic configuration of split ratio is required and the operation will be occurred at PDCP PDU level. In order to perform above operation, we do not think it does always need to allocate two different PDCP buffers.

	ITRI
	A
	Compared to B, we believe that A could provide some flexibility for the UE to split DPCP PDUS to the MAC entities based on the granted UL resources. 

	Alcatel-Lucent/Alcatel-Lucent Shanghai Bell
	?
	We are wondering how the buffer ratios are configured and how frequent it is required to be changed. A fixed buffer splitting seems to limit the UL throughput gain which is the primary reasons of possible support of UL bearer split.

	InterDigital
	A
	

	NTT DOCOMO
	A
	To have flexible UL transmission, common buffer is desirable.

	Kyocera
	? (slightly A)
	We see option A has more potential throughput gains than option B, because option A will facilitate dynamic routing control of bufferd PDCP PDUs. 

We assume the ratio of option B will be configured by RRC. On the other hand, option A wil expect to be dynamically scheduled which route is suitable to transmit the PDCP PDU taking into account momentary condition changes, e.g. radio conditions. It means option A will need additional mechanism for the routing and may have more control overheads. 

	Qualcomm
	A
	A common buffer enables more scheduling flexibility, which is important in order to achieve the gains of UL bearer splitting. In (B), data for a split bearer can be precluded from scheduling by one eNB if it is assigned to another eNB’s buffer, which can lead to inefficiencies.

	Intel
	?
	This question is closedly related to how BSR reporting is done. For example, alternative B is more related to the BSR reporting option 3 (i.e. ratio x to one eNB and ratio 1-x to another eNB). Similar to our reply for Question 6, we are wondering how the BSR mechanisms can resolve the issues (like starvation) and achieving the UL throughput gain simultaneously. 

	CATT
	?
	Both Solution A and B can work. But this can be left to the UE implementation.

	Samsung
	B
	We don’t understand how A really works. Simple example,

@ t1, 1000 B SDU arrives, and reported to SeNB

@ t2, 500 B SDU arrives, and reported to MeNB

@ t3, SeNB granted 1050 Byte (for example). Then both SDUs would be submitted to SCG RLC. Then the buffer status estimated by the ENBs are completely wrong (no data for MCG, but MENB assumes 500 B is available. 450 B for SCG, but SENB have expected empty buffer but not sure any more how many byte will be there)

So if we go for UL split, we believe reporting and LCP should be tightly coupled.


8
Summary
A total of 25 companies took part to this email discussion. The 10 questions along with a proposal for each to reflect the ouctome are listed below:

1.
Do companies agree that in MAC, a split bearer in downlink also appears as a split bearer in uplink: two logical channels with data to send, affecting BSR, LCP and SR in two MAC entities. The actual support of uplink bearer split for data therefore boils down to allowing PDCP PDUs in addition to RLC status reports and whether that would require additional mechanisms compared to handling RLC status reports alone.

A majority of companies agreed with the observation, 7 companies only partially agreed due to the impacts allowing PDCP PDUs will in their view have.

Proposal 1: note that the support of uplink bearer split for data boils down to allowing PDCP PDUs (and the corresponding mechansisms) in addition to RLC status reports.

2.
Which bucket mechanism to handle the logical channel carrying RLC status reports do companies see as most suitable for downlink bearer split: 

1)
common bucket: the two LCP loops share a common bucket to guarantee that grants from both SeNB and MeNB are accounted for in LCP. The initialization and increment is only performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate.
2)
separate bucket: the two LCP loops run independently, with one PBR and BSD each. The guaranteed bit rate is the sum of the configured PBR.

A majority of companies prefered the separate bucket approach (17 vs. 8)

Proposal 2: separate buckets are used for downlink bearer split.

3.
For uplink bearer split, are additional LCP mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?


A majority of companies agreed no additional mechanisms are required (16 vs. 8). However, some were also assuming that a common bucket would be used.

Proposal 3: confirm that separate buckets can also be used for uplink bearer split.

4.
Do companies agree that for DL split bearers, reflecting RLC status PDUs in the BSR of the corresponding MAC entity does not require additional mechanism: each MAC entity can rely on existing buffer size calculations at RLC.

All companies agreed with the observation.

Proposal 4: to reflect RLC status PDUs in the BSR for downlink bearer split, no new mechanisms are introduced, each MAC entity can rely on existing buffer size calculations at RLC.

5.
Do companies agree that at RLC, the existing definition of data available for transmission can be used for split bearers in uplink.

All companies agreed with the observation.

Proposal 5: to reflect RLC status PDUs in the BSR for uplink bearer split, no new mechanisms are introduced, each MAC entity can rely on existing buffer size calculations at RLC.

6.
Which of the alternatives do companies see as most suitable to calculate data available for transmission at PDCP for split bearers in uplink?

It should first be noted that the discussion originally started with only three proposals (two were added during the course of the discussion) and that 6 companies did not want to select a proposal questioning their. In addition, some companies seem to be mixing LCP and BSR.
1)
report the same amount of data identically to both eNBs : 3 companies.

2)
report the data as being available for transmission towards one eNB only : 5 companies.

3)
tailor the report based on signalled ratio : 11 companies.

4)
report the amount of PDCP data as zero to both eNBs : 2 companies.

5)
report the data as being available for transmission towards one eNB only until it exceeds a threshold. If the available data is above the threshold, the exceeded amount of data is reported to the other eNB : 1 company.


Since a majority of companies supported the third option and since with ratios ranging from 0% to 100% for both MCG and SCG, alternatives 1, 2 and 4 are also possible, it is proposed to agree the third alternative.


Proposal 6: confirm that to calculate data available for transmission at PDCP for split bearers in uplink, ratios of the buffered data can be used to report the BSR in MCG and SCG.

7.
For scheduling requests which of the alternatives above do companies see as most suitable for downlink bearer split to handle arrival of an RLC status report on a logical channel fulfilling the BSR triggering? 1) no changes and have each MAC entity requesting separate resources if configured to do so; 2) inhibit the SR related to the logical channel (for instance by extending the logicalChannelSR-mask when no SPS grant is configured); 3) introduce a threshold that would only trigger an SR when the buffer size goes above that value.


All companies agreed with the first alternative.


Proposal 7: no changes are brought to the BSR/SR triggering mechanisms to handle the arrival of an RLC status report for DL split bearers.
8.
For uplink bearer split, are additional SR mechanisms to handle PDCP PDUs required in addition to what is anyway needed to handle RLC status reports for downlink bearer split, and if so which ones?


All companies agreed that no new mechanims are required.

Proposal 8: no changes are brought to the BSR/SR triggering mechanisms to handle the arrival of PDCP PDUs for UL split bearers.
9.
Do companies foresee a difference in specifications of uplink power control between supporting and not supporting bearer split in uplink?


A majority of companies expressed the opinion that there is no difference (14 vs. 8). One company did not have a strong opinion.

Proposal 9: note that having to deal with parallel transmissions in uplink is not a characteristic limited to uplink bearer split but a property of dual connectivity.
10. Regarding PDCP buffers, which of the two queues mechanism do companies see as most sensible: A) the UE maintains one PDCP buffer, or B) The UE maintains two PDCP buffers (one for MeNB and one for SeNB) where incoming data is split into these two buffers based on the configured ratio for BSR.

A majority of 11 companies favoured A, 4 companies B, and 6 companies expressed no preference.

Proposal 10: the UE maintains one PDCP buffer per uplink radio bearer.
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