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1 Introduction

In RAN2#84, a discussion on idle mode UE distribution in multi-carrier E-UTRAN deployments was brought up in [1]. The document makes the following observation amongst others:

“Active UE traffic load typically demonstrates both high and stable correlation with the idle mode UE density.”

The observation is plausible and the document continues with a discussion about mechanisms to control the idle mode UE distribution as a means to balance the active UE traffic load in multi-carrier E‑UTRAN deployments. In summary, [1] concludes that existing mechanisms available in the E‑UTRAN standard are insufficient for the purpose and thus suggests RAN2 to consider enhancements. It anticipates use of enhanced broadcast signalling for better control of the idle mode UE distribution; although no specific enhancements are proposed.

There is strong correlation between the idle mode UE density and the active UE traffic load in an E‑UTRAN cell. Hence, control of the idle mode UE distribution is an essential element for traffic load management. In this document we discuss alternative strategies for such control including a strategy based on a combination of UE inter-frequency relocation in active mode and preservation of UE distribution in idle mode.

2 Discussion

2.1 Background

Load balancing is a mechanism to manage the uneven distribution of the traffic load over multiple inter-frequency and inter-RAT cells. Although traffic load is presented to the network in connected mode, it is necessary to understand that load balancing needs to consider the UE distribution in both idle and connected mode. This is due to the rapid turnaround between idle and connected modes. UE in an "active phase" may perform tens of these short connections within just a few minutes.

Preferably, load balance should be achieved already at RRC connection setup, implying that control of the UE distribution in idle mode, is of uttermost importance. It minimises the need for load triggered redirection of UE during connected mode. The relocation, or handover, of UE may be required for many reasons, but signalling overhead due to frequent handovers should be minimized.

2.2 Traffic load assessment

In [1], access load is suggested to be used as a measure of idle mode UE density. Access load is indeed associated with the idle mode UE density and thus can be a good metric for measuring the idle mode UE density to perform re-distribution. In fact, virtually any metric of the traffic load or UE population in connected mode can also reflect the idle mode UE density. One should also consider direct ways such as radio resource utilisation, number of active users, characterisation of active users based on the type of traffic or radio bearer configuration, or combinations thereof. The primary objective of idle load balancing should be to achieve and maintain a good load balance in connected mode, not the other way around.
Observation 1
The primary objective of idle load balancing should be to achieve and maintain a good load balance in connected mode, not the other way around.
Traffic load assessment can also be made relative to the specific cell capacity which may depend on various factors. The RF bandwidth limits the amount of radio resource in the cell. The frequency band, the presence of interfering cells, the inter-site distances, the physical distribution (near/far) of the UE population in the call are examples of other factors that may influence the cell capacity. The typical objective of any load balancing technique is to keep the relative traffic load at equal or near equal level between cells which UE relocation is allowed.
Because UE activities are volatile and shift rapidly, traffic load assessment also targets periods of time in the order of seconds. 
2.3 Load Balancing Strategies
When a network experiences active traffic overload and/or access overload, the overload situation may become persistent if only access barring or active traffic redirection mechanisms are used. Due to the increasing number of UEs that access, this can lead to wasted network resources due to overload control operations and therefore increasing service delay and chance of service interruption. This can be solved by a load balancing strategy based on a (careful) inter-frequency relocation of UE in connected mode, aiming at redistribution of the UE population, rather than the individual UE since behaviour of a single UE is statistically not significant enough and may destabilize the strategy. This technique relies on a preservation of the UE frequency location in idle mode. In this way, relocations performed in active mode have sustained effect on the idle mode UE densities and, more important, may have a sustained effect on a (possibly long) series of UE sessions in connected mode. This approach is illustrated in figure 1 below.
An important advantage of balancing load in connected mode is that the eNB can take into consideration QoS, UE resource situation and measurements, so that UEs which are relocated are not negatively impacted.

Observation 2
An important advantage of balancing load in connected mode is that the eNB can take into consideration QoS, UE resource situation and measurements, so that UEs which are relocated are not negatively impacted.

At stable traffic load, the RRC setup and release intensities are comparable; hence, the UE population camped on a cell and the traffic load they present do not change significantly. When the load is unevenly distributed between overlaid cells, a small number of inter-frequency handovers moderate the RRC release intensities. For each RRC cycle (typical time in connected mode), these moderations integrate and gradually relocate part of the UE population between cells; thereby indirectly controlling the traffic load presented to each cell.

In source cells with multiple (partly overlaid) target cells, relocation can be performed selectively to those target cells. In this way, heterogeneous network clusters can be managed, where UE relocations to balance load are performed in different direction, depending on the traffic densities at the separate frequency layers, in each intersection of the overlaid cells. Inter-frequency measurements are used to identify UE in a suitable position for selective relocation.

As mentioned, the technique relies on a preservation of the UE distribution in idle mode, rather than actively shaping it. If the preservation is effective, the load initiated handover rate required to maintain a balanced state is usually quite small. Unrelated inter-frequency relocations do however occur for various reasons; primarily due to coverage reason. Nevertheless, the required load initiated handover is usually moderate. 
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Figure 1: Load initiated handover to adjust UE distribution between cells

An alternative connected mode strategy could be one where the preservation of the UE distribution in idle mode is not maintained, but where the load balance rely on an early redirection or handover after RRC connection setup. If UEs are allowed to return to the original carrier frequency after RRC connection release, the required load initiated handover rate may increase significantly, especially if there is a systematic receive-power differentiation between the carriers, possibly in separate frequency bands. Additional signalling load should also be considered in this case.

Observation 3
Load balance can be achieved with actions in connected mode, where minimizing the active relocations can be achieved with a good strategy to preserve the UE distribution in idle mode. This would reduce the need for load balancing action in connected mode.
2.4 Preservation of idle mode UE distribution.
One possible approach may be to confine UE in idle mode to the carrier frequency of the current serving cell. It is suitable in a network deployment where good coverage can be expected across large areas on two or more carrier frequencies. It would be beneficial to include cell reselection priorities of carrier frequencies in the System Information Broadcast (SIB) in each cell. In such configuration, the cell reselection priorities of the serving carrier frequency can be set higher than the priorities of the other carrier frequencies used in the network. Thus, UE in idle mode is confined to the carrier frequency of the current serving cell. Since the UE tends to remain on the carrier frequency where it is released to idle mode, this would be beneficial. The effect of load balancing actions in connected mode may then sustain periods in idle mode, such that the effect remains the next time the UE connects to the network. It reduces the need for load balancing action to compensate for idle mode mobility between the carrier frequencies.
For a UE to reselect a cell on a carrier frequency with lower cell reselection priority, the Reference Signal Received Power (RSRP) of the target cell must exceed a threshold defined for that frequency. Applying “absolute priorities” may cause major swings. This can be moderated by using variable threshold settings, but it would become impractical in complex deployment scenarios (separate cell grids on separate layers, more than two frequency layers etc.) Note that the approach described above does not use “absolute” priorities; priorities are set relative to the serving frequency. If the UE is relocated to a new frequency, the priority settings are not the same.
An alternative approach could be to attract UE in idle mode to a particular carrier frequency. It is suitable in a network deployment where the cells on one (or more) carrier frequencies are small and do not provide continuous coverage; such that UE camping in those cells frequently run into poor coverage and are therefore required to reselect cells on other carrier frequencies. Using the idle mode mobility to bias the UE population towards this priority carrier may then be a useful complement. UEs in idle mode are attracted to the priority carrier cells when entering the coverage of those. This would relax the task of finding suitable UEs in connected mode for load balancing action towards those cells. It may be beneficial, in particular if the priority carrier cells only cover a small part of the UE on the other carrier frequencies.
It is also possible to combine the approaches described above in a multi-carrier network (one with more than two carrier frequencies). The configuration for the former approach can be typically applied between carrier frequencies with similar coverage properties, whereas the configuration for the latter approach is suitable for carrier frequencies with substantial loss of UE due to areas with poor coverage or large coverage gap, and where the cells are small compared with the cells on other carrier frequencies. The way to configure the idle mode mobility may alternate between different locations within the network, depending on the local conditions. Other principles for the configuration of the idle mode mobility than those mentioned here may also be possible.
If it is preferred to control the idle mode UE population without UEs actually connecting (one example could be with an hashing mechanism using the IMSI or IMEI numbers of each UE as an input to the hashing algorithm) and being actively relocated, one should also consider that it would become difficult to keep separate control, i.e. of UEs with different kinds of CA capability (matching with the CA opportunities that the network can offer), different kinds of services (voice, eMBMS etc.)
2.5 Heterogeneous Deployments
Heterogeneous networks, or more generally, network deployments with a mix of cell sizes and where uneven cell grids are used in overlaid layers, present a special challenge to load balancing. The intersections between overlaid cells at the separate layers divide the cells and create a maze of possible load balancing relations, connecting the cell fractions at the separate layers within each intersection,

The UE density may vary significantly between nearby intersections. The approach with load initiated relocation in connected mode may take advantage of these irregularities. It may move traffic in different direction, depending on the UE density, in order to utilize the capacity of cells covering multiple intersections. An example is illustrated in figure 2.
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Figure 2: Load balancing in heterogeneous two-layer deployment

Figure 2 shows a cell cluster on the left with cells in two layers. The lower (green) layer consists of relatively large cells. The upper layer is a cluster of smaller cells overlaying a high density area in the centre of the cluster. The intersections between the upper layer cells and the centre cells in the lower layer creates nine intersections, splitting each of the lower layer cells roughly in three fractions each.

The table on the right side of figure 2 shows the total population of active UE in each intersection A to I. UE are not evenly distributed. The population in each of the intersections range from 200 to 400. With active load balancing, UE may be selected for relocation individually in each intersection. In this example, it is quite possible to perform relocations in each intersection to achieve a good balance between the overlaid cells in the two layers.

In the lower part of the table, a hypothetical 3:1 idle mode split is assumed (assuming such mechanism was available in the standard). The population of the lower layer cells is almost the same, but the distribution between the intersections is quite different. It is reflected as an irregular distribution of UE between the cells in the upper layer. The load ratio between the upper layer cells and the corresponding lower layer cells varies with almost a factor two (ranging from 0.75 to 1.41) in this case.
The example in figure 2 is idealized and not entirely realistic. Nevertheless, it illustrates the potential gain that can be achieved with the more precise handling of the load balancing that can be achieved in active mode, where UE may be selected for relocation based on position within the cell; positions which may be determined based on inter-frequency measurement the UE performs on the other layer. It is hard to see how the same could be achieved with only idle mode mobility control.
Observation 4
Load balancing actions in connected mode have the advantage of being able to select UEs for relocation based on position within the cell, which can be determined based on measurements. This is particular important in heterogeneous deployments where traffic distribution is uneven.

From the above we propose:

Proposal 1
RAN2 to confirm the many advantages of load balancing in Connected Mode, as presented in this contribution.


2.6 Potential Enhancements
Cell specific prioritization [2] can be a tool to increase the likelihood of a UE to be associated with the small cell when it is time to connect. This functionality may also reduce the need to perform inter-frequency measurements when in connected mode. The proposed tool includes an option in the system information to provide a separate (typically higher) priority value that applies to specific cells on the particular frequency in addition to the existing cell reselection priority associated with the frequency. The UE should then perform inter-frequency measurements in idle mode on this frequency, assuming the maximum cell reselection priority (regular or cell specific). When the highest ranked cell on this frequency is one of the specific cells, cell reselection priority is applied according to the separate priority associated with those; otherwise, the regular (legacy) cell reselection priority is applied.
Observation 5
Cell Specific cell reselection priority appears as an interesting approach to enhance existing strategies for achieving or preserving load balance in Idle Mode.

Proposal 2
Consider cell-specific prioritization as a promising technique for improving load balancing in heterogeneous network deployments.


3 Conclusion

In this document we suggest a strategy that is, on the whole, possible to exercise with the existing mechanisms in the E‑UTRAN standard. It does not preclude that enhancement may be desirable in certain area, but the use of existing mechanisms as a baseline is a great advantage, as it makes it applicable for legacy UEs as well as new.
In particular, we have observed:

Observation 1
The primary objective of idle load balancing should be to achieve and maintain a good load balance in connected mode, not the other way around.
Observation 2
An important advantage of balancing load in connected mode is that the eNB can take into consideration QoS, UE resource situation and measurements, so that UEs which are relocated are not negatively impacted.
Observation 3
Load balance can be achieved with actions in connected mode, where minimizing the active relocations can be achieved with a good strategy to preserve the UE distribution in idle mode. This would reduce the need for load balancing action in connected mode.
Observation 4
Load balancing actions in connected mode have the advantage of being able to select UEs for relocation based on position within the cell, which can be determined based on measurements. This is particular important in heterogeneous deployments where traffic distribution is uneven.
Observation 5
Cell Specific cell reselection priority appears as an interesting approach to enhance existing strategies for achieving or preserving load balance in Idle Mode.
Based on the above we propose the following:


Proposal 1
RAN2 to confirm the many advantages of load balancing in Connected Mode, as presented in this contribution.


Proposal 2
RAN2 to consider cell-specific prioritization as a promising technique for improving load balancing in heterogeneous network deployments.
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