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1
Introduction
In the previous two RAN2 meetings (RAN2#83, #83bis and #84), D2D communication was discussed in the D2D SI. RAN2 has made some progress, but the medium access control mechanism (scheduled, CSMA-based, or others) has not been decided. 

From the contributions in the last RAN2 meetings, we can conclude the following 3 MAC solutions were introduced and suggested to be used for D2D communication:

· Option 1: LTE-like scheduling (SPS or dynamic) [1][2][3]

· Option 2: Traditional CSMA-like packet contention based (e.g. CSMA/CA) [4]
· Option 3: CSMA variant with a reservation channel [5]

Firstly, we need to note that, even with the distributed MAC mechanisms, the central node should also be selected for synchronization, group management, QoS control and etc. For example, in WLAN infrastructure networks and WiFi-Direct networks where CSMA is implemented, APs or the dynamically selected cluster heads act as the central node for group management and other functions.

Observation 1: Even with the distributed MAC mechanisms, the central node is needed for synchronization, group management and QoS control.

With option 1, the central node should be selected and used for scheduling, thus it could also be used for other purposes, e.g. synchronization. With option2 and option 3, the central node could be used (connection-based) or not used (connectionless). Therefore, we can summarize the solutions for D2D communication as in Table-1.

Table-1 Solutions for D2D communication

	Option 1
	Option 2A
	Option 2B
	Option 3A
	Option 3B

	A central node is selected for synchronization, group management, scheduling, QoS control, parameters configuration and etc.
	The pure CSMA –like scheme, e.g. CSMA/CA is used. No controlling node is used.
	The pure CSMA –like scheme, e.g. CSMA/CA is used. A controlling node is used for group management, QoS control, parameters configuration.
	The CSMA variant with a reservation channel is used. No controlling node is used.
	The CSMA variant with a reservation channel is used. A controlling node is selected for synchronization, group management, QoS control, parameters configuration and etc.


2
Metrics for comparison of the solutions
According to the service requirements, voice traffic should be prioritized [5]. QoS is a critical aspect for voice especially in the public safety scenario. 

As the 1:M D2D communication could operate on a carrier licensed by commercial operators, the efficiency should be considered. The metrics for efficiency include throughput, delay, scalability of the number of UEs and etc.

Some parameters of L2 (PDCP/RLC/MAC) need to be configured, and with the network situation (e.g., load) changed, the parameters (e.g., backoff window for CSMA) need to be reconfigured. With these options, how the parameters could be configured and reconfigured should be considered.

Many companies showed their preference to reuse the existing LTE protocol stack. Therefore we should consider the impacts on L2/L3 of the solutions.

For public safety scenario, the D2D prose UEs may be in continuous operation for a long time, so we should consider the power consumption of the D2D UEs when we compare the solutions.

3
Qualitative comparison of the solutions
3.1
The pros and cons of a controlling node
In the contribution [6], we analyzed the needs and benefits to have a controlling node (e.g. eNBs for in-coverage) in D2D group communication, no matter whether centralized or distributed resource allocation mechanism is used. The benefits include the following aspects.

·    QoS. With a controlling node in a cluster of D2D UEs (e.g. option 1/2B/3B), when many UEs join the cluster and the D2D system tends to be congested, admission control could be performed by the controlling node to preclude the users from initiating excessive traffic flows. Some more users with prioritized traffic flows could be accepted to the group, and some less important traffic flows could be rejected from the group by the central node. Without a controlling node (e.g. option 2A/3A), when the D2D UE has traffic to send, it will use the resource autonomously, so that the D2D system could be congested and all the UEs get bad experience. 
·    Configuration and Re-configuration of the protocol stacks. The parameters of protocol stacks (PDCP/RLC/MAC) between the transmitters and receivers should be matched. If there is no controlling node (e.g. option 2A/3A), the parameter should be pre-configured to the D2D UE, which means that only one set of parameters can be used for the protocol stack statically. However, some parameters need to be configured as per the dynamic situations. For example, in the PDCP layer, the header compressing scheme needs to be selected as per the different upper layer combinations, and in the MAC layer, the contention window size of CSMA should be configured/re-configured as per the number of transmitting UE. With option 1/2B/3B, a controlling node could configure the L2 parameters to make the D2D system adaptable to the dynamic network situations. 
Observation 2: For the option 1/2B/3B with a controlling node, QoS could be guaranteed to some extent (e.g. performing admission control to preclude excessive users from joining the group), and the controlling node could be used to configure/reconfigure the L2 parameters as per the dynamic network situations. For the option 2A/2B without a controlling node, QoS is hard to guarantee, and static L2 parameters should be used, which is inadaptable to dynamic network situations.

For the in-coverage scenario, it is naturally to have the eNB as the controlling nodes, so it will not increase the complexity. For the out-of-coverage scenario, the controlling node should be selected from the D2D UEs, so it could increase the complexity. However, if the central node for synchronization in RAN1 is a must, then it could be reused as the controlling node. 

Observation 3: For the in-coverage scenario, the option 1/2B/3B will not increase the complexity to select the controlling node. In out-of-coverage area, for the option 1/2B/3B, selecting cluster head will slightly increase the complexity.
3.2 Other aspects
3.2.1 Option 1

With option 1, by centralized resource allocation, the central node could also differentiate the services to guarantee the QoS of some prioritized traffic, e.g. voice.
Before sending the D2D packets, some scheduling information could be sent firstly by the eNB or the transmitting UE. Therefore, the receiving UE can decode the data from data channel only upon receiving the scheduling indication, thus the power consumption could be reduced.
Option 1 has very few L2 specification impacts. The MAC/RLC/PDCP specified for LTE can be reused. Some RRC functions in LTE can also be reused. A distributed scheme for selecting the central node should be defined in RRC layer.
Observation 4: With option 1, the QoS could be guaranteed at the granularity of service, power consumption can be reduced, and few L2 specification impacts are expected.
3.2.2 Option 2A/2B
With the pure CSMA, there is no scheduling information before data transmission, and the receiving UE needs to decode from the data channel continuously. Therefore, the power consumption is expected to be large.
With option 2A/2B, the MAC layer needs to be re-designed and the RLC layer could be revised to adapt to the new MAC, so big specification impacts on L2 are expected. No L3 specification is expected with option 2A/2B.
Observation 5: With option 2A/2B, large power consumption and big L2 specification impacts are expected.
3.2.3 Option 3A/3B
A CSMA variant with a reservation channel was proposed in [4] for D2D group communication. If a prose D2D UE wants to transmit, it first transmits an indication in the reservation channel to inform other UEs that it will occupy the semi-persistent data channel for transmission. The indication could include the MCS, location of resource and etc. A mechanism like RTS/CTS is also mentioned but it may not be feasible for group communication.
With option 3A/3B, the receiving UE can decode data from data channel only upon receiving the scheduling indication, thus the power consumption could be reduced.
Similar to option 2A/2B, with option 3A/3B, the MAC layer needs to be re-designed and the RLC layer should be revised to adapt to the new MAC, so big specification impacts on L2 are expected. 
Observation 6: with option 3A/3B, compared to option 2, the power consumption is reduced. Big specification impacts on L2 are expected.
4
Quantitative comparison of the solutions
According to the simulations in [8], with centralized scheduling (e.g. option 1), as the number of D2D UEs increases, the overall throughput performance keeps stable, while the throughput of CSMA (e.g. option2A/2B) declines as the number of UEs increasing, as in Fig.1 and [9]. The same issue is expected with option 3A/3B, since as the number of UEs increasing, more collisions are expected in the reservation channel.
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Fig.2 Normalize throughput of CSMA/CA with configurations (Initial contention window = 32, Maximum backoff stage = 3, Packet payload = 8184 bits, Channel bits rate = 1Mbps, No Hidden nodes)

Observation 7: With centralized scheduling, Option1 gets better performance on scalability of UE numbers than option 2A/2B/3A/3B.
5
Summary of the comparison of the Solutions
According to the analysis and observations above, we can compare the options on the matrices provided in section 2, as in Table-2.

Table-2 Comparison of the MAC options

	
	Option 1
	Option 2A
	Option 2B
	Option 3A
	Option 3B

	QoS 
	guaranteed
	Hard to guarantee
	Partially guaranteed
	Hard to guarantee
	Partially guaranteed

	Performance 
	Throughput keeps stable as the number of UEs increases.


	Throughput decreases as the number of UEs increases.


	Throughput decreases as the number of UEs increases.


	Throughput decreases as the number of UEs increases.


	Throughput decreases as the number of UEs increases.

	Adaptability to the dynamic network situation
	Good.

L2 parameters could be configured and reconfigured by the central node according to the dynamic network situation.
	Poor.
L2 parameters are pre-configured and static.
	Good.

L2 parameters could be configured and reconfigured by the central node according to the dynamic network situation.
	Poor.
L2 parameters are pre-configured and static.
	Good.

L2 parameters could be configured and reconfigured by the central node according to the dynamic network situation.

	L2/L3 impacts
	Few L2 impacts.

L2 protocols could be reused.

Some RRC functions could be reused.

A scheme to select the controlling node is needed for out-of-coverage.
	Big L2 impact.

MAC protocol needs big change.

RLC protocol could need change to adapt to the new MAC.
	Big L2 impact.

MAC protocol needs big change.

RLC protocol could need change to adapt to the new MAC.

A scheme to select the controlling node is needed for out-of-coverage.
	Big L2 impact.

MAC protocol needs big change.

RLC protocol could need change to adapt to the new MAC.
	Big L2 impact.

MAC protocol needs big change.

RLC protocol could need change to adapt to the new MAC.

A scheme to select the controlling node is needed for out-of-coverage.

	power consumption
	Low.

If dynamic scheduling is used, the power consumption of the central node could be high.
	High.

D2D UEs need to receive data from the data channel continuously.
	High.

D2D UEs need to receive data from the data channel continuously.
	Low.

D2D UEs only receive from the data channel upon receiving scheduling info from reservation channel.
	Low.

D2D UEs only receive from the data channel upon receiving scheduling info from reservation channel.


Proposal 1: RAN2 is kindly requested to include the Table-2 into the TR for the comparison of the MAC solutions. Any new MAC solutions or any new metrics could be added in this table for comparison.
From the comparison we can see centralized MAC has better performance and less specification impacts especially for in-coverage scenario.
Proposal 2: RAN2 is kindly requested to study the centralized solution first.
6
Conclusion
In this contribution, we studied 3 MAC options proposed in RAN2. Firstly, we had the following observation:

Observation 1: Even with the distributed MAC mechanisms, the central node is needed for synchronization, group management and QoS control.

As per Observation 1, we summarized 5 MAC solutions, 1/2A/2B/3A/3B.  

First, we gave some metrics for comparison of these options.

We gave some qualitative analysis of these options, and observed that:
Observation 2: For the option 1/2B/3B with a controlling node, QoS could be guaranteed to some extent (e.g. performing admission control to preclude excessive users from joining the group), and the controlling node could be used to configure/reconfigure the L2 parameters as per the dynamic network situations. For the option 2A/2B without a controlling node, QoS is hard to guarantee, and static L2 parameters should be used, which could be inadaptable to dynamic network situations.

Observation 3: For the in-coverage scenario, the option 1/2B/3B will not increase the complexity to select the controlling node. In out-of-coverage area, for the option 1/2B/3B, selecting cluster head will slightly increase the complexity.
Observation 4: With option 1, the QoS could be guaranteed at the granularity of service, power consumption can be reduced, and the L2 specification impacts are expected to be very few.
Observation 5: With option 2A/2B, large power consumption and big L2 specification impacts are expected.
Observation 6: with option 3A/3B, compared to option 2, the power consumption is reduced. Big specification impacts on L2 are expected.
We gave some quantitative comparison according to some existing simulations, we observed:

Observation 7: With centralized scheduling, Option1 gets better performance on scalability of UE numbers than option 2A/2B/3A/3B.
We conclude our observations into Table-2.
Based on our analysis, we have the following proposals.

Proposal 1: RAN2 is kindly requested to include the Table-2 into the TR for the comparison of the MAC solutions. Any new MAC solutions or any new metrics could be added in this table for comparison.
Proposal 2: RAN2 is kindly requested to study the centralized solution first.
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