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Discussion and decision
1. Introduction
It has been argued that there are cases that Measurement Report and Handover Command can be delivered while T310 is running (Qout) and the handover failure criterion based on PDCCH error in [1] is too pessimistic. In this document we look at simulation results with RRC message delivery modelling described and analyse the performance of T310 early termination. 
2. Discussion
Mobility in a Dense HetNet (10 picos/macro:
Pico placed randomly) is looked at. The simulations assumptions are aligned with the large area system simulation assumptions in [1], set 3 @ 30km/h), except that we modelled DL and UL message delivery as follows.

UL
The measurement report delivery on UL is modeled based on the PDCCH BLER (error rate of decoding the UL grant) rate as follows: an average of the PDCCH BLER over the last 20ms is computed based on the calculations used for radio link monitoring. We assume that the eNB will try to send the UL scheduling grant 3 times such that the probability that the UE will receive the scheduling grant is (1-averageBLER^3). Whether the measurement report was delivered successfully or not is decided based on this probability. Since the size of the cells is small, the UL SINR at the eNB is expected to be high enough to ensure successful decoding of the message.
DL
The delivery of the HO Command message is modeled as follows. A HARQ process is traced and checked whether it was successfully decoded or not. The maximum number of transmissions for each HARQ process is 4(initial transmission and 3 re-transmissions) and the eNB tries to send the message twice before failure is declared (if the first try fails after 4 retransmissions then the eNB re-tries to send the message. If the subsequent try also fails then HO command message failure is declared and the eNB stops trying). The scheduler is allocating resources with priority to the UEs that are waiting for the HO command message. Ideal link adaptation (based on ideal CQI) is used to decide the MCS allocation.
We looked at the cases where target cell is prepared and unprepared for RRC connection re-establishment. If the Measurement Report was not successfully delivered, the RRC connection re-establishment is assumed to be unprepared.
	Parameter
	Value

	# pico cell per macro
	10

(Random placement)

	RRC connection re-establishment delay (target cell prepared)
	250 ms

	RRC connection re-establishment delay (target cell un-prepared)
	450 ms


We analysed different T310 schemes:

· Case 1 / T310=1s:



T310 value is always 1 second (baseline in [1])

· Case 2 / T310=160ms:

T310b=160ms is started upon TTT expiry if T310 is already running; or upon T310 start if TTT has already expired. RLF is declared when T310b expires.
· Case 3 / T310=160msAP:
Same as case 2 above, but the target cell of re-establishment is assumed to be Always Prepared.
We looked at the following metrics.

· Outage time:


The time during which T310 is running
· Interruption time:

Interruption time due to handover or RRC connection re-establishment
· Overall service interruption time:

Outage time + Interruption time
2.1. Overall service interruption time

The simulation results for overall service interruption time and the number of RRC connection re-establishment events are shown below.

Trends continue to be the same as we have seen so far. T310 early termination decreases the overall service interruption time in exchange for increased procedure interruption time due to increased number of connection re-establishment events. The difference between case 2 and case 3 indicates that there are unprepared RRC connection re-establishment events in case 2 and some scheme to ensure target eNB preparation (e.g. UE context fetch) is beneficial.
[image: image1.png]12

10

™ Interruption (Handover)
M Interruption (Re-establishment)

® Outage

T310=160ms

T310=160ms AP





Figure-1: Overall service interruption time (% of simulation time)
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Figure-2: Number of RRC connection re-establishment events (/UE/s)
It should be noted that RRC Connection Re-establishment events in case 1 are almost unprepared. This indicates that once UL message is successfully delivered, DL message delivery is likely to be successful as well.
Observation 1:
Adaptive T310 early termination decreases the overall service interruption time in exchange for increased number of connection re-establishment. This means that by enabling the adaptiveT310 early termination, the UE can be better served by a good serving cell, instead of being stuck in a bad (Qout) serving cell.
Observation 2:
Unprepared RRC connection re-establishment events are still common across different T310 schemes. UE context fetch is benefitial for reducing the interruption time. 
The following figure further shows the distribution of actual service interruption time. Each continuous outage and interruption time was considered as one service interruption instance. It can be observed that with case 1 20% of interruptions are due to unprepared RRC connection re-establishment (full T310 + NAS recovery). This will have negative impact on user experience especially with real time services, like VoLTE [2]. With T310 early termination the duration of service interruptions is reduced.
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Figure-3: Interruption time CDF [second]

Observation 3:
T310 early termination shortens the duration of each service interruption
2.2. Message delivery

The following figure shows the handover failure events and failure causes. Difference between case 1 and case 2/3 essentially shows Handover Command can be successful during T310, but mostly after 160ms elapsed. The result of case 1 confirms the previous observation on Figure-2 that handover failures in the source cell are mostly due to Measurement Report delivery failure in case 1.
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Figure-4: Handover failures (/UE/s)

We also looked at the time from the first failed Measurement Report to successful Handover Command delivery for successful handovers in case 1 (Figure-5 below). It shows that message re-transmissions during T310 can indeed help improving handover performance. However Figure-3 has shown that by waiting Handover Command too long the UE ends up in spending the entire T310 without success in handover procedure. From the Figure-2 and Figure-5, T310b=500ms or so could be the sweet-spot in this simulation setup.
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Figure-5: Time from first failed Measurement Report to successful Handover Command (second)

Another possible direction towards reducing overall interruption time is to use very short T310b value. The simulation results with T310b=160ms show that waiting another 160ms would not provide much gain in terms of improving Handover Command delivery. Then we could consider using T310b=0s simply to minimize the outage time.
All in all, we consider that the results in this paper show that it is beneficial to have a configurable T310b value to facilitate the “stickiness” towards the serving cell. It facilitates the trade-off between trying to increase successful handovers and trying to reduce the outage time due to the UE “waited too long” unnecessarily.
2.3. Time-of-Stay (ToS)
The following plots show Time-of-Stay CDF. It is very important to realize the fact that the current ToS metric includes the outage time, the time the UE is stuck during T310. So a long ToS is not necessarily a good thing. This result therefore should be looked at together with service interruption time reduction presented in the previous section. One finding from this result however is that there is no significant difference among different schemes.
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Figure-5: Time-of-Stay CDF [second]
3. Proposal

Based on the analysis in this document we propose the following.
Proposal 1:
Introduce RRC connection re-establishment procedure with T310 early termination

Proposal 2:
T310b is started upon TTT expiry if T310 is already running; or upon T310 start if TTT has already expired. RLF is declared when T310b expires.

Proposal 3:
The value of T310b is configurable
Proposal 4:
Introduce UE context fetch procedure over X2

4. Conclusion
In this document we looked at simulation results with RRC message delivery modelling described and analysed the performance of T310 early termination. The following observations were made from the results.
Observation 1:
Adaptive T310 early termination decreases the overall service interruption time in exchange for increased number of connection re-establishment. This means that by enabling the adaptiveT310 early termination, the UE can be better served by a good serving cell, instead of being stuck in a bad (Qout) serving cell.
Observation 2:
Unprepared RRC connection re-establishment events are still common across different T310 schemes. UE context fetch is benefitial for reducing the interruption time. 
Observation 3:
T310 early termination shortens the duration of each service interruption
We proposed the following based on the analysis in this paper.
Proposal 1:
Introduce RRC connection re-establishment procedure with T310 early termination.

Proposal 2:
T310b is started upon TTT expiry if T310 is already running; or upon T310 start if TTT has already expired. RLF is declared when T310b expires.

Proposal 3:
The value of T310b is configurable.
Proposal 4:
Introduce UE context fetch procedure over X2.

A CR to TS36.331 implementing the proposed T310 early termination scheme is provided in [3].
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