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1. Introduction
In RAN#62 meeting, the work item of WLAN/3GPP Radio Interworking is agreed [1], of which the objective is to specify mechanism for WLAN/3GPP access network selection and traffic steering consisting. For the traffic routing part, RAN assistance information may be enhanced with traffic routing information (e.g. offload granularity) in case enhanced ANDSF is not deployed or not supported by the UE. In this contribution, we evaluate different offload granularities and discuss possible implementations.
2. Discussion
2.1. Offloading granularity
For traffic routing, RAN assistance information should be enhanced with offload granularity to keep the consistency of UE experience in case enhanced ANDSF is not deployed or not supported by the UE. Several types of offload granularity, such as UE, APN, bearer/IP flow, were proposed in earlier research.
UE granularity could be implemented by the existing specification. While, in the joint meeting at RAN2#84 meeting, SA2 confirmed there is no way to keep the UE attached in 3GPP network while routing all traffic into WLAN. UE granularity cannot fulfill the requirement of keeping UE attached in 3GPP.
Observation: UE granularity is not appropriate and can be excluded from this WI.
APN/bearer/IP flow granularity requires the RAN to know which APNs/bearers/IP flows may be (not) offloaded. There should be means for RAN to obtain APN/bearer/IP flow information from some entity (e.g. MME, O&M server, etc).
APN granularity is easier to implement than bearer or IP flow granularity, because the number of PDN UE connected is relatively less and the operator deployed service is likely to be derived from one PDN connection. This PDN connection would be kept in 3GPP network, while other PDN connections routed to WLAN.
Bearer/IP flow granularity is finer than APN granularity, which could achieve more delicate offloading to improve the network capacity and UE experience. The implementation of these granularities is more difficult than that of APN granularity. According to the discussion in the joint meeting, the problem of bearer granularity is that the RAN doesn’t know the mapping between bearer and APN/IP flow, routing bearer blindly may lead to routing APN/IP flow which should be kept in 3GPP network into WLAN. The problem of IP flow granularity is that the IP flow characteristic, i.e. whether the IP flow is allowed to transmit in WLAN, is hard to obtain from CN, which would introduce large impacts to the existing CN specification.

Proposal 1: RAN2 is kindly requested to consider APN granularity as baseline and discuss whether to introduce bearer/IP flow granularity.
2.2. Implementation of bearer/IP flow granularity

If bearer/IP flow granularity is considered, the complexity in the implementation of bearer/IP flow is that it’s hard for RAN to obtain the offloading information, such as mapping between bearer and APN/IP flow, the precise IP flow characteristic. We noticed all the information, such as mapping between bearer and APN/IP flow and the precise APN/IP flow characteristic, is already available on the UE side. It would be much easier for RAN to decide the offloading preference, e.g. which bearer/QCI could or could not be offloaded, on its own, and leave the UE to decide whether offloading the corresponding bearer/IP flow based on the offloading information obtained by the UE.. 

To achieve the bearer/IP flow granularity, RAN could  decide which bearer/QCI could or could not be offloaded and indicate the offloadable bearer identifier/QCI to the UE. Upon receiving the information from RAN, the UE could obtain the characteristic of the IP flows mapped  with the indicated bearer/QCI and check whether these IP flows are offloadable based on some rules, which could be configured by RAN or up to UE’s implementation. If there is an unoffloadable IP flow mapped to the indicated bearer/QCI, the UE doesn’t offload the indicated bearer or IP flows, otherwise, the UE offloads the indicated bearer or IP flows to WLAN.
For example, when the network is overloaded, eNB may decide to offload the high loaded bearers to WLAN. Then eNB could indicate to UE the bearer with QCI of 3 is offloadable. Upon receiving the indication, UE obtains the characteristic of the IP flows mapped with the bearer with QCI of 3 and check whether these IP flows are operator deployed service. If none of the IP flows mapped with the bearer is operator deployed service, UE could offload the bearer with QCI of 3to WLAN. If any of the IP flows mapped with the bearer is operator deployed service, UE doesn’t offload the bearer with QCI of 3 to WLAN.
This implementation of bearer/QCI granularity only requires RAN to get part of offloading information, of which the complexity is largely reduced. And finer offloading granularity could improve the network capacity. Therefore, we kindly request RAN2 to consider the proposed method to implement the bearer/IP flow granularity.
Proposal 2: If bearer/IP flow granularity is introduced, RAN2 is kindly requested to consider the proposed method to implement bearer/IP flow granularity.
3. Conclusion

According to the analysis in section 2, it is proposed:
Observation: UE granularity is not appropriate and can be excluded from this WI.

Proposal 1: RAN2 is kindly requested to consider APN granularity as baseline and discuss whether to introduce bearer/IP flow granularity.
Proposal 2: If bearer/IP flow granularity is introduced, RAN2 is kindly requested to consider the proposed method to implement bearer/IP flow granularity.
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