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1 Introduction

In the RAN2 meeting (#84) it was agreed that “transmission of RRC messages via SeNB is not supported” which means that (also) in the UL the SRB will not be split (no L1/ L2 transport via the SeNB). This document analyses the benefits of and complexities in specifying/ implementing DRB splitting in UL.
The majority of the internet traffic is TCP based (http/s, ftp, e-mails etc.) and the TCP throughput depends on latency and packet loss. Therefore the effect of changing TCP RTT because of UL splitting (TCP ACKs travelling via either/ both eNBs) on DL throughput is simulated/ analysed first. The second half of the document looks into the complexities of specifying & implementing UL DRB splitting.

2 Discussion
2.1 Benefits of UL DRB Splitting
Is UL DRB splitting likely to give performance gain that justifies the efforts in introducing it in scenarios where DL DRB splitting is likely to be applied? This section looks in to the possible performance gains and other benefits of UL DRB Splitting. Since we performed Link level simulation where the Test UE is the only UE in the system therefore the results here do not include the effect of multi user scheduling (e.g. due to congested Macro Vs Sparse SeNB); the main intention is to show the effect of TCP RTT variations due to different UL and DL path latencies:
2.1.1 Uplink TP
Since we are interested in the scenario where DL is split, it is likely that some TCP ACKs will reach UE via SeNB and others via MeNB. This will incur the re-ordering delay in UE PDCP and will thus affect the TCP RTT. Therefore, from this perspective the TCP throughput can only be lower compared with when all the DL packets were received via MeNB only.

Further, when the UL is split, all UL packets would not benefit from the UEs better channel condition(UE's proximity) to the SeNB and therefore, UL throughput can only be lower compared with when all the UL packets were transmitted via SeNB  only.
Simulation Results
Figure 1 and Figure 2 show the simulation results of uplink TP. In both the figures either the Red Curve (UL Split Ratio:0 i.e. UL only via MeNB) or the light Purple Curve (UL Split Ratio:100 i.e. UL only via SeNB) is the best, the other being the second best, in terms of UL TP. All other cases (i.e. non Zero Split between MeNB and SeNB) perform worse.

In Figure 2, the effect of additional TCP RTT latency due to Xn delay is much less (compared with Figure 1) and so UE benefits more by its better channel condition (UE proximity) to the SeNB (than it loses out due to slightly higher TCP RTT) and therefore all UL going via SeNB (the topmost/ purple curve in Figure 2) is better in TP terms compared with all UL going via the MeNB (the red curve).
Figure 1
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Figure 2
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Observation 1: UL Splitting degrades the UL TP and the extent of degradation is somewhat proportional to the Xn Latency (compared to CN delay).
2.1.2 Downlink TP (effect of TCP RTT)
If the UL (PDCP data) is not split it is likely that some Bearers (especially TCP based applications since these can withstand comparably higher latency) will only be routed via the SeNB in the UL to not overload MeNB
 in the UL and for UE power saving
. All packets (including TCP ACK) from such bearers would suffer the Xn latency and therefore, the DL TP will be affected due to higher TCP RTT. To overcome this, the splitting may be allowed so that UEs may transmit all TCP ACKs (in e.g. UE implementation specific way) or a share of TCP ACKs directly to CN via the MeNB. In architecture option 3C, where PDCP sits only in the MeNB, the TCP ACKs arriving from both (master and small) eNBs may not improve the TCP RTT since some time would be spent in the PDCP re-ordering delays anyway.
In the below, some link level simulation results have been presented which indicate the difference in DL TP for the cases of different UL and DL split ratio for different Xn and CN delays:
Figure 3
[image: image3.png]Throuhgput [Mbps]

5.3

5.2

5.1

4.9

4.8

4.7

4.6

45

4.4

43

Downlink Throuhgput
Access Link Delay: 40ms, Xn Link Delay: 5Sms
Distances to UE: MeNb 100m, SeNb 5m

T
DL Split Rati
DL Split Ratio : 10 ———
DL Split Ratio : 50 ——
DL Split Ratio : 90 ———
DL Split Ratio : 100

20

40 60

Uplink Split Ratio
(0-all via Menb, 100-all via Senb)

80

100




Figure 4
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Figure 5
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Figure 6
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The main observations from these simulations are:

With regards to the effect of UL Splitting:

1) For a particular DL Split ratio, the DL TP when all TCP ACKs are sent using the MeNB (0% split) is better than when all TCP ACKs are sent using the SeNB (100% split) and in between (UL split) cases, the TP is worse; the amount of TP degradation depending on the Xn delay (higher Xn delay -> higher DL TP degradation).
2) The exact ratio of UL splitting (10%,….90%...) does not make a significant difference in DL TP due to PDCP re-ordering delay for packets (TCP ACKs) arriving from the slower link. So, the curves are nearly flat in the middle region.
Some observations with regards to the effect of DL Splitting can be found in the Annex [not directly related to the present contribution]:

Observation 2: UL DRB splitting will increase TCP RTT and this in turn affects the downlink throughput negatively. 

Observation 3: A smart UE implementation that would send all UL TCP ACKs via only the MeNB will provide a significant DL TP improvement depending on the Xn latency, latency variance, and amount of UL data (re-ordering delay @MeNB-PDCP).
2.1.3 UL Load Balancing

While having all UL traffic of a particular Bearer via the MeNB will improve the TCP RTT (and hence the DL throughput), it will be bad for MeNB UL resource and UE power consumption. Some load balancing will anyway be achieved when/ if TCP based applications are served by the SeNB
. Since, most of these (TCP) applications are DL heavy, the UL load (in SeNB) balancing should not be a big problem if the SeNB is operating in FDD with similar bandwidth allocation between UL and DL. But if the SeNB is operating in TDD mode, the UL resources could still be limited (compared with DL resources) depending on TDD configuration (e.g. #2, 4, 5) and then offloading UL traffic to SeNB may constrain the SeNB UL resources. For FDD, the same is true when DL transmission bandwidth is higher than UL transmission bandwidth in SeNB.
UDP and TCP traffic in several traffic traces collected from different networks and geographical locations [1] suggests that the UDP/TCP Ratio (bytes) << 0.1. The same source further suggests “This trend may again change with the advent of IPTV and UDP based P2P applications, which not only signal, but also transport large data segments via UDP… trends in UDP usage, and specifically seek data from China where UDP-based IPTV traffic is already common.”

Using TCP for some of these applications (and achieving UDP like latencies
) might be possible but out of scope for this paper. In the future, it may or may not be attractive to offload all kind of traffic (both UDP and TCP based) to small cell especially if the volume of data is to grow many folds. Therefore, as a simple/ basic possibility data splitting may be allowed in the UL.
Observation 4: Load balancing in UL from only TCP based traffic perspective may not provide sufficient motivation for UL splitting in FDD with similar bandwidth between DL and UL. 
Observation 5: UL splitting would be useful for balancing load between MeNB and SeNB in the following cases:

a) low UL transmission BW in SeNB

b) SeNB operating in TDD

c) to cater to changing and increasing traffic types and demands
2.1.4 Increased re-transmissions after SeNB change

If SeNB was configured as the only link for UL bearer then the PDCP Status reporting will suffer longer delay (upon SeNB change) since it has to go via the new SeNB to MeNB (suffering Xn delay) – since the network (MeNB) may not want to wait for this long duration (of Xn delay) it may start forwarding/ transmitting unnecessary PDCP SDUs towards the UE.
UL Splitting would allow the UE to use the MeNB part of the split to report the PDCP Status Report directly to the MeNB.

Observation 6: UL Splitting will potentially save some un-necessary (PDCP) re-transmissions/ delays upon SeNB changes.

2.2 Expected complexities of UL DRB Splitting
In the RAN2#84 meeting it was agreed that “RLC STATUS PDUs are transmitted to corresponding eNBs via the corresponding Uu interface”. This decision by itself would require some new UE and network behaviours with respect to the impact on power control, PHR, BSR, …etc.. In addition, there is the case of no-UL-DRB-split but different bearers served with separate eNBs. To evaluate fairly the complexities of UL DRB Splitting, one should compare with the complexities/ changes that anyway need to be done for Dual Connectivity and then on top highlight the changes that would be required when UL data is split across eNBs. Accordingly, the comparison is made between: 

· RLC STATUS PDUs are transmitted to corresponding eNBs via the corresponding Uu interface + no-UL-DRB-split but different bearers served with separate eNBs: Case 1
· DRB split case (packets of the same bearer split between the eNBs): Case 2
2.2.1 Physical Layer Procedure (e.g. Power splitting)
From physical layer perspective, the eNBs have no better idea about real time power allocation even for Case 1. The schedulers in the eNBs are decentralized; therefore, there might be a risk that the UE becomes power-limited when UE is transmitting on both links simultaneously, i.e. sum of uplink Tx power for transmissions to MeNB and SeNB exceeds Pcmax.
A simple solution for power splitting/ PHR reporting is proposed in [2]: it would be useful if UE would report to an eNB extended PHR info for the serving cell controlled by this eNB and a virtual PHR for the other serving cell controlled by other eNB, e.g. UE reports to MeNB the extended PHR for macro cell and virtual PHR for small cell.
As from the physical layer perspective it is clear that there are no further complexities in Case 2 compare with Case 1.

Observation 7: From physical layer perspective, the UL DRB splitting imposes no further restrictions/ complexities.
2.2.2 L2 procedures BSR, LCP
It is not obvious how the UL (PDCP) data will be shared between the different links for a split bearer. The easiest would be to send all UL data of a particular bearer to only one of the links is of course one option. Another, more generalized option could be to use eNB signalled ratio that could be used for BSR, LCP as well as in UL power splitting. This option is described in [3]. This ratio could indicate 0% splitting (use only MeNB link the UL) or 100% splitting (use only SeNB link the UL). The network could calculate this ratio based on its offloading requirement and the power splitting ratio. Also, this ratio need not change dynamically since the different UL split ratio do not provide significantly different performance, therefore, ratio could change only when pathloss situation on one link of the mobile or the UL traffic load situation changes significantly.
Further, a new behaviour must anyway be introduced in MAC for Case 1 to NOT report and schedule part of data available for transmission (PDCP BO).
Observation 8: Expected Complexities of UL DRB splitting over and above Case 1 for Layer 2 procedures may not be significant.
3 Conclusions
This document analysed the benefits and complexities of Gains of UL Splitting:

Evaluation of Benefits

Observation 1: UL Splitting degrades the UL TP and the extent of degradation is somewhat proportional to the Xn Latency.

Observation 2: UL DRB splitting will increase TCP RTT and this in turn affects the downlink throughput negatively. 

Observation 3: A smart UE implementation that would send all UL TCP ACKs via only the MeNB will provide a significant DL TP improvement depending on the Xn latency, latency variance, and amount of UL data (re-ordering delay @MeNB-PDCP).

Observation 4: Load balancing in UL from only TCP based traffic perspective may not provide sufficient motivation for UL splitting in FDD with similar bandwidth between DL and UL. 

Observation 5: UL splitting would be useful for balancing load between MeNB and SeNB in the following cases:

a) low UL transmission BW in SeNB

b) SeNB operating in TDD

c) to cater to changing and increasing traffic types and demands

Observation 6: UL Splitting will potentially save some un-necessary (PDCP) re-transmissions/ delays upon SeNB changes.

Extent of Complexities
Observation 7: From physical layer perspective, the UL DRB splitting imposes no further restrictions/ complexities.

Observation 8: Expected Complexities of UL DRB splitting over and above Case 1 for Layer 2 procedures may not be significant.

Proposal: RAN2 is requested to take the observations into account and decide on the need for DRB splitting.

4 Annex

Some observations with regards to the effect of DL Splitting:

1) When Xn delay is small/ negligible compared with the CN delay (between the remote host and the eNB) and all UL TCP ACKs go via the MeNB (UL via only MeNB) then the DL TP is higher when the DL splitting (ratio) is increased towards the SeNB. This is because the UE experiences favourable channel condition (e.g. higher RSRP) in SeNB than in MeNB.

2) The above trend is reversed when the Xn delay is dominant/ comparable with the CN delay. In this case an increasing TCP RTT due to longer Xn delay overshadows the benefits of favourable channel condition in SeNB and the DL TP falls with DL splitting towards SeNB.
5 Simulation Parameters

The link level simulation is performed using the NS3 simulator. The main parameters are as follows:

	
	Macro eNB
	Small eNB

	Transmit Power
	48 dBm
	30 dBm

	Distance of the UE from Cell Centre
	100 m
	5 m

	Interference Model
	Gaussian interference model,
hexagonal grid with neighbors cell transmitting with full power in full bandwidth 
	Gaussian interference model
4 randomly located neighbors cell transmitting with full power in full bandwidth

	Channel Model
	Friis propagation loss model
	Friis propagation loss model

	Fading
	Fading Pedestrian 10s Trace 
EPA 3kmph
	Fading Pedestrian 10s Trace 
EPA 3kmph

	CN Delays (between the remote host and eNB)
	10, 40, 80

	Xn Delays
	5, 30

	UE transmit power
	10.0 dBm

	Bandwidth
	100 RB

	eNb antenna type
	Isotropic
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� One MeNB might be in Dual Connectivity with several SeNBs and also in Single Connectivity with many other UEs.


� UE UL pathloss is smaller in SeNB than MeNB.


� It is likely that important application like VoIP bearers (UDP) will be served only by the MeNB for maintaining steady connection during frequent SeNB changes.


� Any such scheme like disabling Nagle’s Algorithm may still not help Xn latency and so the best would be to have smaller Xn latencies if e.g. the traditional UDP based traffic needs to be moved to the SeNB.
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