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1 Introduction

Currently, both architecture option 1A and option 3C are considered as candidate UP architectures for further study. They can be considered as two types: with bearer splitting (e.g. 3C) and no bearer splitting (e.g. 1A). For both the UP architectures, due to the macro cell and small cell is connected with non-ideal backhaul, the distributed scheduler and distributed MAC should be supported. In uplink system, one important function in UE scheduler is LCP (logical channel priority), this paper discusses the LCP considering the UP architecture with bearer splitting and no bearer splitting separately.
2 Discussion
The scheduling grant for the UL transmission in LTE is UE based instead of RB (Radio bearer) based, therefore LCP procedure is needed to define how the data is scheduled for transmission from multiple bearers i.e, how to allocate the grant between different kind of traffic (RB/logical channel) of one user and fill the data from different logical channel into MAC PDU.

In current system with single connectivity, each kind of traffic can be served by all the serving cells. The grant from all the serving cells can be used by each kind of traffic /RB. But for the cases of the dual connectivity with macro cell and small cell, the grant will be transmitted by multiple cells and it is possible that different data/RB can be served by different cell. Moreover, the eNBs involved in the dual connectivity may be from different vendors hence has different scheduling policies. The schedulers may operate independently or with minimum interaction in order to support inter vendor deployment. Further, the non-ideal backhaul will lead to additional delay with packets sent over the small cell; for bearer split options, all packets will incur this delay due to re-ordering function. These factors also need to be considered by the schedulers to meet the QoS requirements. Therefore the logical channel prioritization should be improved taken into account the operating scenario where the UE is served by more than one independent scheduler belong to different network vendors with different QoS/scheduling policies. Modification required for logical channel propitiation depends whether bearer split is performed or not.
For the case where no bearer split is considered (1A), LCP procedure is relatively simple. In this case, it is possible to simply use the legacy LCP procedure separately per each eNB grant. The grant from one cell can only be used to transmit the data of the RB which is allowed transmission on it.
For the case where bearer split is considered (under the assumption bearer split is used in UL. If bearer split is not applicable in UL, how to realize ARQ is FFS), the PBR (prioritized bit rate) is given to every RB and the grants from macro cell and small cell can be simultaneously allocated for the RB with bearer split. If the legacy LCP is used separately for the grants from macro cell and small cell, then this RB will be over scheduled and the corresponding QoS will be better than the original QoS. If LCP is used considering the grant of the macro cell and small cell together, then it needs to define new rules to configure PBR for the RB with bearer split, or to restrict UE to apply the PBR when legacy LCP is applicable.
One way to avoid over or under allocation of resources to a bearer is to have coordination between the two schedulers. A control function in network is needed to determine how much data will be transmitted to each cell, i.e, the data percentage delivery of the traffic to macro cell and small cell. The controller may be based on the load or the channel status of both cells. However a new procedure is required at the UE of defining how the data is split between the two grants especially considering the dynamic changes of the load and channel condition. One example is the data percentage delivery of the traffic can be used to get the new PBR of this RB for the uplink logical channel prioritization. Then with the new PBR of this RB, the legacy LCP procedure can be separately used with per each eNB grant.
Observation 1: For the case where no bearer split is applicable, the grant from one cell can only be used to transmit the data of the RB which is allowed transmission on it. Therefore the legacy LCP procedure can be used separately per cell resulting in simpler LCP procedure.

Observation 2: For the case where bearer split is applicable, a new LCP procedure is required to define how to split the data of one bearer into multiple grants.

3 Conclusions

This contribution discusses LCP principle to support distributed scheduled for dual connectivity with different UP architectures and the following observations are made:

Observation 1: For the case where no bearer split is applicable, the grant from one cell can only be used to transmit the data of the RB which is allowed transmission on it. Therefore the legacy LCP procedure can be used separately per cell resulting in simpler LCP procedure.
Observation 2: For the case where bearer split is applicable, a new LCP procedure is required to define how to split the data of one bearer into multiple grants.


2/2

