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1   Introduction
In the last RAN2 meeting, it was agreed to continue with UP architecture 1A and 3C in the SCE study item.
1
In the SI, we progress UP architectures that support operation with and without bearer split. 

2
We will continue with 1A and 3C. (Security impacts to be verified with SA3 for solution 1A)

This contribution discusses LCP (logical channel prioritization) functionality, and tries to achieve common procedures applying to scenarios without/with bearer split.
2   Discussion
In general, LCP function can be managed per eNB for both UP architectures. It is natural that independent LCP procedures per eNB can be applied to the case without bearer split because the bearers are eNB specific. And in the following, it is analyzed that separate LCP procedures are also applicable to the case with bearer split.
LCP functions and MAC entity modelling
The modelling of MAC entities is analyzed in [1], e.g. handling of logical channel Ids and priorities of a split bearer for MeNB and SeNB. This paper assumes that logical channel Ids and priorities can be handled properly regardless if there is one common or two separate MAC entities towards MeNB and SeNB. Hence, the discussion of LCP functionality in this paper can be applied to both MAC modelling methods (one vs. separate MAC towards MeNB and SeNB).
LCP functionality
Token bucket algorithm has been used for LCP in existing releases. Each logical channel is configured with parameters of priority, PBR (prioritized bit rate), and BSD (bucket size duration). Bucket size = PBR times BSD. UE maintains a variable Bj for each logical channel j. Bj is dynamically changed for each TTI, because new tokens are filled and existing tokens may be consumed. PBR is considered to control the filling rate of tokens and uplink traffic rate. Bucket size and Bj are considered to control the opportunity of generating MAC SDUs. Bucket size is also used to limit the burstiness of uplink traffic. If UL resources are available, the logical channels are served in decreasing priority order firstly up to their corresponding PBRs and then the leftover capacity. The tocken bucket algorithm is modeled as in figure 1. 
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Figure 1: token bucket algorithm model for LCP
In Rel-10/11 CA, it is up to UE implementation to apply LCP to each grant independently or to the sum of the capacities of the grants. It is difficult to simply reuse Rel-10/11 LCP principles for MSA because the UL grants from different eNBs cannot be aggregated. 

There is a risk of excessive UL grant consumption for the split bearer because PBR may be enforced twice by LCP [2]. To mitigate this issue, two schemes are studied to implement PBR enforcement for logical channels associated with a split bearer. The goal is that the same rate of UL transmission can be expected on average between with and without split, if the overall token filling rate and uplink traffic flow rate of a bearer is the same, and the sum of UL grants from both eNBs in bearer split equals to the grant amount from one eNB in case of no bearer split. 

Option 1: Shared token bucket and split PBR
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Figure 2: LCP model for option 1

LCP model for option 1 is depicted in figure 2. Logical channels of a split bearer share the token bucket and Bj. BSD is configured to the original value. Each logical channel is configured with a fraction of the original PBR, e.g. factor1 for LCH1 and factor2 for LCH2. The sum of factor1 and factor2 equals to one. The tokens are dynamically shared between logical channels and the proportion is not fixed. The same Bj is updated by both logical channels. When Bj becomes negative, UE cannot generate MAC SDUs for both MeNB and SeNB.  

Option 2: Separate token bucket and split PBR
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Figure 3: LCP model for option 2

LCP model for option 2 is depicted in figure 3. Separate token bucket and Bj operation are applied for the logical channels. BSD is configured to the original value for both logical channels. Each logical channel is configured with a fraction of the original PBR. The bucket size is split by nature due to PBR split and original BSD configuration. . 

There are no fundamental differences between option 1 and option 2. Both options are working with split PBR. The overall accumulation rate of tokens is equivalent to the case of no split bearer for both options. Compared to Option 2, Option 1 is more dynamic and flexible, in the sense of resource utilization. Option 2 seems more controllable by a fixed proportion of the bucket size and independent Bj operation. However, the bucket is not shared between MeNB and SeNB, unless tokens can be borrowed between them. 
For both options, ambiguous resource utilization still exist from the eNB perspective. For example, MeNB is not aware of the amount of MAC SDUs UE generates using radio resources of SeNB, and MeNB may still allocate radio resources for the served data until an updated BSR is received. Further optimization may be considered by utilizing coordination between eNBs or indication from the UE.

Though it is not clear which option is more appropriate, the same principle underlines both options, as independent LCP is performed per eNB with split PBR.
Observation 1: Legacy LCP can be applied independently per eNB with split PBR for the split bearer. 
3   Conclusion
This contribution analyzes LCP functions for scenarios with/without bearer split. It can be observed that common principle that per eNB independent LCP handling can be applied to both scenarios. It is observed that:
Observation 1: Legacy LCP can be applied independently per eNB with split PBR for the split bearer.
And it is proposed:

Proposal 1: Per eNB independent LCP handling for MSA applies to scenarios with/without bearer split.
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