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1
Introduction
The L2 impact of D2D communication was discussed in the previous two RAN2 meetings (RAN2#83 and RAN2#83bis). Some companies prefer to have a connectionless system for D2D group communication, which means that no central node is needed from RAN2 perspective. Other companies raised their concerns on the connectionless system [1][2].
As discussed before in RAN1, using a central node is a simple and reasonable solution for synchronization [3].
Observation 1: Using a central node is a simple and reasonable way for synchronization from RAN1 perspective.

For the out-of-coverage scenario, the central node is selected dynamically from the D2D UEs. For the in coverage scenario, the central node could be the eNB.

In this contribution, we will discuss the needs and benefits of central nodes in D2D group communication from RAN2 point of view.

2
Requirements of central nodes
2.1
QoS

As we discussed, public safety (PS) is a key scenario for D2D group communication, and voice is an essential application for the PS scenario [4]. As we know, voice is delay sensitive,  with a delay budget for interactive voice is 100ms. For D2D group communication in PS, to achieve reasonable user experience, this same QoS criterion should be supposed. In order to guarantee the QoS, sufficient radio resource should be assigned for each voice traffic flow.

Besides the voice, there could be some other types of traffic, e.g. videos and files. If we assume a contention based MAC (e.g. CSMA) is used in D2D group communication and no central node is used for group management, then no admission control could be performed for the group communication. Therefore, too many users could join the group communication and have too many traffic flows at the same time. This situation is very possible for a public safety incident (fire, earthquake,…) which could be chaotic. The consequence is shown on the left of the Fig.1 where everyone in the group would have bad experience.

If we have a central node in the D2D group for group management, no matter whether contention-based or coordinated MAC is used, then the central node could perform admission control to preclude the users from initiating excessive traffic flows, so that the QoS of some users could be guaranteed, as on the right of the Fig.1. Some more users with prioritized traffic flows could be accepted to the group, and some less important traffic flows could be rejected from the group by the central node.

Observation 2: A central node should be used to guarantee the QoS, e.g. performing admission control to preclude users from initiating excessive traffic flows.
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Fig.1 Experience in D2D group communication without central nodes (left) and with central nodes (right)

2.2
Configure/Reconfigure protocol stacks

2.2.1
Configure/reconfigure PDCP layer

We have agreed that Header-compression/decompression in PDCP is applicable for 1: M D2D broadcast communication. Multiple header compression/decompression algorithms should be supported for D2D communication to support different combinations of network layer, transport layer or upper layer protocol, e.g. RTP/UDP/IP, UDP/IP and IP only. For avoiding the mismatch of the header compression/decompression algorithms, it is better to have a central node to configure the algorithm according to upper layer protocols.
2.2.2
Configure/reconfigure RLC layer

We agreed that RLC UM is used for 1: M D2D broadcast communication is an issue. If no central node is used, the RLC parameters, e.g., T-Reordering, should be pre-configured in the D2D UE. Then how to match the RLC parameters between the sender and the receiver is an issue. The common and fixed parameters cannot adapt to the different lower layers configurations or different situations. It is better to have a central node to configure group common RLC parameters, and reconfigure the parameters when the lower layers configurations or network situations change.
2.2.3
Configure/reconfigure MAC layer

We have not decided what kind of MAC mechanism should be used for D2D communication yet. However, no matter whether a coordinated MAC (e.g. LTE-like) or the contention-based MAC (e.g. CSMA-like) is used, the MAC parameters should be configured to adapt to network situations (e.g. load, channel condition and etc.). For example, with CSMA, the backoff parameter should be selected according to the load of the system to reduce the collision possibility and improve the efficiency of the system. If no central node is used for configuring and reconfiguring of MAC parameters, these parameters can only be pre-configured to some fixed values.  This makes the system inadaptable to the variable network situations. 

Observation 3: For making the D2D group communication system adaptable to the variable network situations and applications, a central node should be used to configure/reconfigure the L2 parameters in the group.
2.3
Interference coordination

In the public safety case, it is very possible for multiple D2D groups to work in a small area and to share some common radio resources. If there are no central nodes in these groups, all the UEs in these D2D groups may collide with one another severely. With central nodes in the D2D groups, the central nodes could coordinate the resources to relieve the interference among the groups, no matter whether coordinated or contention-based MAC is used.

Observation 4: Central nodes can be use for coordinating the interference among the D2D groups.
3
Conclusion
In this contribution, we studied the potential requirements for a central node to be used in D2D group communication. We had the following observations:

Observation 1: Using a central node is a simple and reasonable way for synchronization from RAN1 perspective.

Observation 2: A central node should be used to guarantee the QoS, e.g. performing admission control to preclude excessive users from joining the group.

Observation 3: For making the D2D group communication system adaptable to the variable network situations and obtaining a better performance, a central node could be used to configure/reconfigure the L2 parameters in the group.
Observation 4: Central nodes can be use for coordinating the interference among the D2D groups.
Note that, even with the contention-based MAC mechanisms, the central node could also be needed for synchronization, group management, QoS control, etc. For example, in WiFi infrastructure and WiFi Direct networks where CSMA is implemented, APs or the dynamically selected cluster heads act as the central node for group management and admission control. Based on the observations above, we have a proposal as follow.
Proposal: RAN2 is requested to have a central node in a D2D communication group for QoS control and group management.
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