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1
Introduction
During RAN2#83bis, the following agreements were made: 

-
Continue with 1A and 3C UP architectures to support operation with and without bearer split. 

-
Aim to realize options 1A and/or 3C by RRC Configuration. Deviations in the protocol stack for different configurations should be limited. (we should not introduce a new specification for PDCP-SeNB) 

How different types of bearer are to be configured by RRC is discussed in [R2-133854]. This contribution investigates the details of logical channel prioritization procedure based on such configuration, assuming UL bearer split is supported as well [R2-133868].
2
Discussion
Three different types of bearer are to be supported [R2-133854]: 

-
Type 1: served only by MeNB, one RLC entity only to MeNB;
-
Type 2: served by both MeNB and SeNB, two RLC entities to both MeNB and SeNB;
-
Type 3: served only by SeNB, one RLC entity only to SeNB.
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Figure 1: Dual Connectivity Options in Uplink

Assuming two MAC entities are configured for MeNB and SeNB [R2-133854], it is then straightforward to assume that two independent logical channel prioritization (LCP) procedures run in parallel: one for the MeNB handling the logical channels mapped to the MAC entity of the MeNB and another one for the SeNB handling the logical channels mapped to the MAC entity of the SeNB.
Proposal 1: one LCP per MAC entity.

LCP in MAC specification is currently described as follows [36.321]: 

	5.4.3
Multiplexing and assembly

5.4.3.1
Logical channel prioritization

The Logical Channel Prioritization procedure is applied when a new transmission is performed.

RRC controls the scheduling of uplink data by signalling for each logical channel: priority where an increasing priority value indicates a lower priority level, prioritisedBitRate which sets the Prioritized Bit Rate (PBR), bucketSizeDuration which sets the Bucket Size Duration (BSD).

The UE shall maintain a variable Bj for each logical channel j. Bj shall be initialized to zero when the related logical channel is established, and incremented by the product PBR × TTI duration for each TTI, where PBR is Prioritized Bit Rate of logical channel j. However, the value of Bj can never exceed the bucket size and if the value of Bj is larger than the bucket size of logical channel j, it shall be set to the bucket size. The bucket size of a logical channel is equal to PBR × BSD, where PBR and BSD are configured by upper layers.

The UE shall perform the following Logical Channel Prioritization procedure when a new transmission is performed:

-
The UE shall allocate resources to the logical channels in the following steps:

-
Step 1: All the logical channels with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a radio bearer is set to “infinity”, the UE shall allocate resources for all the data that is available for transmission on the radio bearer before meeting the PBR of the lower priority radio bearer(s);

-
Step 2: the UE shall decrement Bj by the total size of MAC SDUs served to logical channel j in Step 1

NOTE:
The value of Bj can be negative.

-
Step 3: if any resources remain, all the logical channels are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.


Prioritised bit rate (PBR) and Bucket Size Duration (BSD) are configured per logical channel, which is the same as saying that PBR and BSD are configured per bearer since we currently have a one to one mapping between radio bearer and logical channel. PBR and BSD are used in LCP to ensure that high priority bearers are served first while avoiding the starvation of lower priority ones. 
For split bearers, two RLC entities are configured and two logical channels are used. Since PBR and BSD are setup to ensure the QoS of a bearer, it becomes obvious that when a bearer is split, a common bucket for the two logical channels (in the two MAC entities) should be used to guarantee that grants from both SeNB and MeNB are accounted for in LCP. If two grants are received at the same TTI, the two procedures could be performed sequencely or in parallel same as for CA.
Proposal 2: a common bucket is used for a split bearer i.e. one PBR, one BSD and one Bj.
When using a common bucket, the initialization and increment should only be performed by one MAC entity to avoid erroneous reset at SCell addition and doubling the actual bit rate.

Proposal 3: only the MAC entity of MCG/MeNB can initialize and increment Bj of a split bearer.
3
Conclusion
LCP for dual connectivity was discussed in this paper and the following proposals made:
Proposal 1: one LCP per MAC entity.

Proposal 2: a common bucket is used for a split bearer i.e. one PBR, one BSD and one Bj.
Proposal 3: only the MAC entity of MCG/MeNB can initialize and increment Bj of a split bearer.
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