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1. Introduction
D2D communication [1] has been discussed in RAN2#83bis and RAN1#74bis with a focus on D2D public safety broadcast communications. In RAN2, the channel access and control scheme is a significant issue to solve in the development of the public safety D2D broadcast scheme. This document discusses the merits of various simple broadcast channel access mechanisms. 
2. Discussion
2.1. D2D broadcast channel access mechanisms
RAN2 is considering the appropriate control mechanism for D2D broadcast communications: coordinated channel access with collision-free data transmissions or channel-sensing with possibly-colliding data transmissions. It can be noted that some discussions in RAN2 have considered ‘contention’ or ‘CSMA’ as synonymous with distributed control and as the alternative to centralized control; but in fact there are several mechanisms which may be considered as an alternative to strict centralized control. To this end, this document will consider a larger group of channel access schemes including collision-based channel access and transmitter-arbitrated channel access.
2.2. Centralized controller schemes
Centralized controller schemes imply a single point to which all requests are transmitted to request service. Centralized controller schemes have the clear advantage of a single point to arbitrate channel access requests and allocate channel resources efficiently to avoid collisions during data transmission. The scheme is depicted in Figure 1. In Subframes 1, 8 and 15; channel access request opportunities are designated or indicated by the controller node, UE1-CN. These are shown to occupy a whole subframe, but could be only a portion of the subframe.  In Subframe 1, UE2 has requested access to the channel, and, in a control message in Subframe 2, UE1-CN indicates the transmitter starting in Subframe 5 will be UE2. UE1-CN continues its broadcast in Subframe 3 and 4, and UE2 begins transmitting in Subframe 5. In Subframe 8, UE1-CN receives two requests for access to the channel from UE2 and UE3. As there is a single arbiter (i.e. the controller node), the arbiter may be able to determine priority from the requests and designate a transmitter. In this case the central node selects UE3 to begin transmitting in Subframe 12 and indicates this with a control message in Subframe 9.
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Figure 1. Example message flow from simplified Controller Node (CN) scheme.
As noted in several contributions of RAN2#83bis, the drawback of a centralized controller node scheme is that this creates a single point of failure as all UEs must be in range of the centralized controller node. In addition, the centralized controller node schemes may need to consider how UEs coordinate among themselves to designate new centralized controller nodes. It can be noted that in the centralized controller node scheme, the centralized controller needs periodic access to the channel in order to transmit the control signaling indicating the next transmitter, and hence this information cannot be easily multiplexed with broadcast transmission from the other sources in Subframes 9 and 16. Also, the centralized controller needs periodic access to the channel in order to receive requests from other UEs, as shown in Subframes 8 and 15. 
Observation 1. Centralized controller schemes provide a single decision point for prioritization of UE access requests to enable collision-free data transmissions. Because channel allocation control messages and data traffic may not be from the same source, they cannot be multiplexed easily.
2.3. Collision-based channel access 
Collision-based contention schemes have several variants including contending data traffic transmission, or contending resource request/reservation. In collision-based schemes (see Figure 2), UEs may listen to the channel and only transmit after determining the channel was free. It is possible that multiple UEs attempt to access the channel simultaneously, particularly after a channel had been in use for an extended period, resulting in a collision of transmissions. For example, in Subframe 12 of Figure 2, both UE1 and UE3 attempt to access the channel simultaneously. With an increased number of UEs in a given area, this collision of traffic may occur with increasing probability that could ultimately lead to very low channel throughput. Without the notion of an arbiter or channel reservation scheme, it is difficult to prevent the case of multiple UEs transmitting at the same time in the same area. To minimize collision of transmissions, some back-off before transmit scheme may be employed however, this also becomes inefficient with a large number of UEs having traffic bursts. In addition, mechanisms would be required to ensure that a priority UE or broadcast would take precedence over other UE transmissions in this system.
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Figure 2. Example message flow from collision-based scheme.
Observation 2. Channel sensing mechanisms suffer from increasing transmission collisions with the rate of new traffic bursts at the UEs and cannot easily prioritize UE access attempts.
2.4. Transmitter-arbitrated channel access
Another scheme involving channel arbitration for collision-free transmission uses the current transmitter as the arbitrator to resolve contending channel access requests. For example, a request channel can be allocated to allow other UEs to send channel access requests to the current transmitter when they have something to broadcast. The transmitter receives the requests from the UEs in the group and selects a new a transmitter. It can be noted that the priority of users, UEs or a particular request can be readily identified through the access requests.
This is illustrated in Figure 3. UE1 is the current transmitter and in Subframe 1, UE2 sends a request to UE1. UE1 makes the decision and designates UE2 the next transmitter with control signaling sent in Subframe 2. Similarly, in Subframe 8, UE1 and UE3 make requests to the current transmitter, now UE2. UE2 can apply priority scheduling or other decision criteria to decide between the two UEs. The priority of a channel access request may be determined by an attribute of the UE (e.g. group leader), or by some other application-dependent event (e.g. emergency situation). In this case UE2 designates UE3 as the new transmitter in control signaling sent in Subframe 9.
The transmitter-arbitrated scheme has similar benefits to the centralized controller method as a single point makes the decision for the next transmitter; however, the decision node changes with the transmitter role. The transmitter does not need to turn over the channel to another device to assign the channel to the next transmitter, as was done with the central controller scheme. For example in Figure 3, the channel designation message is sent by the current broadcast transmitter so it can be multiplexed with the broadcast message of the transmitter in Subframes 2, 9, and 16. In addition, the channel access request subframes (Subframes 1, 8 and 15) can be scheduled by the current transmitter, obviating the need to designate specific subframes for channel access requests as required in the centralized controller node case.
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Figure 3. Example message flow from transmitter-arbitrated scheme.
Observation 3. Transmitter arbitrated contention schemes provide contention-free transmissions and allows prioritization of UE access requests.

Observation 4. Transmitter arbitrated contention is dependent on the current transmitter only, so that there is not a dependence on a single node for the entire duration of the communication.
Observation 5. Transmitter arbitrated contention provides flexible scheduling of subframes for control signaling.
2.5. Summary

Of the different access scheme presented in this contribution, only the collision-based mechanism does not employ a channel request scheme; and hence, is subject to collisions and not capable of arbitrating between UEs or requests of differing priorities. This scheme also suffers from diminishing throughput during periods of high channel contention. This scheme may also be the most difficult to advance to unicast communications and other potential Rel. 13 D2D features. 
A channel access mechanism with resource requests avoids these problems. In particular, transmitter-arbitrated control should be considered as the responsibility of channel access arbitration that is distributed across the transmitters in the group. The radio resources for the channel access requests can be either preconfigured or indicated in some way by the transmitter. If preconfigured, then there is some known interval between channel access request resources. If indicated by the transmitter, then the configuration could be dependent on the data transmission duration of the UE, so that prior to or following a completed transmission a channel access request resource is indicated by the transmitter.  

Proposal 1: RAN2 should agree on channel access mechanisms with resource request schemes for D2D broadcast communication to avoid data transmission collisions.
Proposal 2: A channel access request should include an indication of the priority associated with the request.
Proposal 3: RAN2 should consider a transmitter-arbitrated channel access mechanism for D2D broadcast communication.
3. Conclusions

This contribution has discussed three channel access schemes. A transmitter arbitrated request scheme provides an efficient trade-off in complexity and collision avoidance. 
Observation 1. Centralized controller schemes provide a single decision point for prioritization of UE access requests to enable collision-free data transmissions. Because channel allocation control messages and data traffic may not be from the same source, they cannot be multiplexed easily.
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Observation 2. Channel sensing mechanisms suffer from increasing transmission collisions with the rate of new traffic bursts at the UEs and cannot easily prioritize UE access attempts.
 

Observation 3. Transmitter arbitrated contention schemes provide contention-free transmissions and allows prioritization of UE access requests.


Observation 4. Transmitter arbitrated contention is dependent on the current transmitter only, so that there is not a dependence on a single node for the entire duration of the communication.
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Observation 5. Transmitter arbitrated contention provides flexible scheduling of subframes for control signaling.




Proposal 1: RAN2 should agree on channel access mechanisms with resource request schemes for D2D broadcast communication to avoid data transmission collisions.



 REF pro2 \h 

Proposal 2: A channel access request should include an indication of the priority associated with the request.

Proposal 3: RAN2 should consider a transmitter-arbitrated channel access mechanism for D2D broadcast communication.
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