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1. Introduction
According to the agreements of RAN2#83bis meeting, UP architectures 1A and 3C of dual connectivity have been selected for further study. According to the current layer 2 measurements defined in 36.314 [1], many of the measurements are defined based on the legacy layer 2 protocol stacks, and are calculated within each eNB. While using dual connectivity, the UE has two connections to both MeNB and SeNB, and the UP protocol architectures are changed to either 1A or 3C. In this contribution, we analyze the impacts on layer 2 measurements while applying the new UP architectures, and propose some solutions to support the layer 2 measurements of dual connectivity.
2. Discussion
For UP architecture 3C/1A, the impacts on each layer 2 measurement are listed in the following table, and detailed analyses for each measurement are also given as follows:

Table 1: 1A/3C impacts on Layer 2 measurements
	Layer 2 measurements (including protocol layers)
	1A impacts
	3C impacts

	(1) PRB usage (MAC)
	No
	No

	(2) Received Random Access Preambles (MAC)
	No
	No

	(3) Number of active UEs
	(3.1) Number of Active UEs in the DL per QCI (MAC, RLC, PDCP)
	No
	Yes

	
	(3.2) Number of Active UEs in the UL per QCI (MAC)
	No
	Yes

	(4) Packet Delay
	(4.1) Packet Delay in the DL per QCI (MAC, RLC, PDCP)
	No
	Yes

	(5) Data Loss
	(5.1) Packet Discard Rate in the DL per QCI (MAC, RLC, PDCP)
	No
	Yes

	
	(5.2) Packet Uu Loss Rate in the DL per QCI (MAC, RLC, PDCP)
	No
	Yes

	
	(5.3) Packet Loss Rate in the UL per QCI (PDCP)
	No
	Yes

	(6) Scheduled IP Throughput
	(6.1) Scheduled IP Throughput in DL (PDCP, RLC, MAC)
	No
	Yes

	
	(6.2) Scheduled IP Throughput in UL (PDCP, RLC, MAC)
	No
	Yes

	(7) Scheduled IP Throughput for MDT
	(7.1) Scheduled IP Throughput for MDT in DL (PDCP, RLC, MAC)
	No
	Yes

	
	(7.2) Scheduled IP Throughput for MDT in UL (PDCP, RLC, MAC)
	No
	Yes

	(8) Data Volume
	(8.1) Data volume in DL (PDCP)
	No
	Yes

	
	(8.2) Data volume in UL (PDCP)
	No
	Yes


2.1. Layer 2 measurement analysis on 1A
According to 36.342 [1], UP architecture 1A has independent protocol stacks (including PDCP/RLC/MAC) at MeNB and SeNB, which is the same as the legacy UP architecture of eNB. Based on the definitions of layer 2 measurements in 36.314 [2], the layer 2 measurements are calculated from the perspective of eNB. Then even though the UE has two connections to both MeNB and SeNB, each eNB can still calculate the layer 2 measurements separately while applying UP architecture 1A. Thus UP architecture 1A has no impacts on current layer 2 measurements
Observation 1: UP architecture 1A has no impact on current layer 2 measurements.
2.2. Layer 2 measurement analysis on 3C
In general, the intention of layer 2 measurement is to reflect the transmission status over the Uu interface. 3C has already changed the original layer 2 protocol architectures by separating PDCP at MeNB and RLC at SeNB. Then the original definition/calculation of layer 2 measurements across PDCP and RLC/MAC/L1 may not be able to reflect the transmission status of the Uu interface as the Xn interface is located between PDCP and RLC. For some measurements, the transmission status of the Xn interface should not be considered. 
(1) & (2): For “PRB usage” and “Received Random Access Preambles”, “the reference point is the Service Access Point between MAC and L1” (details can be found in [1]). As both SeNB and MeNB of 3C have their own independent MAC and L1, 3C has no impacts on these layer 2 measurements.
Observation 2: In terms of “PRB usage”, 3C has no impact.

Observation 3: In terms of “Received Random Access Preambles”, 3C has no impact.
(3): For “Number of Active UEs”, the objective is “to measure number of active UEs per QCI for OAM performance observability”, and “it is intended to be part of a calculation to determine the bit rate UEs achieve when they are active” [1]. “Number of Active UEs” is counted according to the buffer statues at PDCP/RLC/MAC. As the PDCP for one EPS bearer is shared by MeNB and SeNB in 3C, we need to decide if the PDCP buffer status of MeNB should be sent to the SeNB, and if either MeNB or SeNB (or both eNBs) count the “Number of Active UEs” for the same EPS bearer.
Observation 4: To count “Number of Active UEs”, RAN2 needs to decide if if the PDCP buffer status of MeNB should be sent to the SeNB, and if either MeNB or SeNB (or both eNBs) count the “Number of Active UEs” for the same EPS bearer.
(4): For “Packet Delay” [1], “for arrival of packets the reference point is PDCP upper SAP. For successful reception the reference point is MAC lower SAP”. The data transmission of the split bearer at SeNB has PDCP at MeNB, and MAC at SeNB. According to current definition of “Packet Delay”, in order to calculate the transmission delay of the packet sent from MeNB to SeNB, the SeNB needs to send the timing of the successful delivery of the packet to the MeNB. However, the original intention of “Packet Delay” is to reflect the packet transmission delay over the Uu interface. Then the Xn latency may not be included in the calculation of “Packet Delay”. 
Observation 5: In terms of “Packet Delay” in 3C, RAN2 needs to decide if Xn latency should be considered.
(5.1): For “Packet Discard Rate in the DL per QCI” [1], the objective is “to measure packets that are dropped due to congestion, traffic management etc, for OAM performance observability”, and “the reference point is PDCP upper SAP”. In this measurement, the Xn may need to be considered for this measurement, as one EPS bearer in 3C actually experiences the congestion and traffic management at both MeNB and SeNB. 
Observation 6: In terms of “Packet Discard Rate in the DL per QCI” in 3C, RAN2 needs to decide if Xn should be considered.
(5.2): For “Packet Uu Loss Rate in the DL per QCI” [1], the objective is “to measure packets that are lost at Uu transmission”. Then the measurement should be performed by MeNB or SeNB independently. However the definition of the measurement gives that one packet corresponds to one PDCP SDU. The split bearer in 3C has no PDCP layer at SeNB. The packet of this measurement for the split bearer at SeNB may refer to the RLC SDU. And the MeNB may only counts the PDCP SDU transmitted over the Uu of the MeNB for this measurement, and the PDCP SDU packet lost at the MeNB due to the Uu loss of the SeNB may not be counted. 
Observation 7: In terms of “Packet Uu Loss Rate in the DL per QCI”, for the split EPS bearer in 3C, RAN2 should decide if the reference point at SeNB can be changed, and if the MeNB only counts the packet loss over the Uu of the MeNB.
(5.3): For “Packet Loss Rate in the UL per QCI” [1], “one packet corresponds to one PDCP SDU. Reference point is the PDCP upper SAP”. Similar to the analysis given for “Packet Discard Rate in the DL per QCI”, the MeNB in 3C may perform the measurement for the split bearer.
Observation 8: In terms of “Packet Loss Rate in the UL per QCI” in 3C, RAN2 needs to decide if only MeNB counts the packet discarded for the split EPS bearer.
(6): For “Scheduled IP Throughput” [1], the objective is “measure over Uu the IP throughput independent of traffic patterns and packet size”, and the intention is “for data bursts that are large enough to require transmissions to be split across multiple TTIs”. And “the measurement is performed per QCI per UE”. Then the Xn interface may not be considered, and each eNB may perform the measurement based on its on Uu status. The original definition of the measure is to count “throughput of PDCP SDU bits”. As the split bearer at SeNB in 3C has no PDCP, the measurement at SeNB may be performed to calculate the throughput of RLC SDU bits. For the split bearer, the MeNB counts the throughput of PDCP SDU bits for which the PDCP SDU is transmitted over the MeNB Uu. 
Observation 9: In terms of “Scheduled IP Throughput” in 3C, RAN2 needs to decide if the MeNB counts the throughput of PDCP SDU bits for which the PDCP SDU is transmitted over the MeNB Uu, and the SeNB counts the throughput of RLC SDU bits for the split bearer over the SeNB Uu.
(7): For “Scheduled IP Throughput for MDT” [1], the intention is “for measuring the throughput for MDT when the radio interface is the bottleneck”, and the objective is “to measure over Uu the IP throughput independent of traffic patterns and packet size”. Same as the analysis given for (6), the MeNB and the SeNB may have independent measurement.
Observation 10: In terms of “Scheduled IP Throughput for MDT” in 3C, RAN2 needs to decide if the MeNB counts the throughput of PDCP SDU bits for which the PDCP SDU is transmitted over the MeNB Uu, and the SeNB counts the throughput of RLC SDU bits for the split bearer over the SeNB Uu.
(8): For “Data Volume” [1], the objective is “to measure the data volume transmitted or received by the eNB in a configured measurement period for MDT”. According the definition of the measurement, the data volume refers to PDCP SDU bits. MeNB and SeNB in 3C should have independent measurement. As the split bearer of 3C at SeNB has no PDCP, the reference point may need to be changed to RLC SDU. 
Observation 11: In terms of “Data Volume” in 3C, RAN2 needs to decide if the MeNB counts the amount of PDCP SDU bits for which the PDCP SDU is transmitted over the MeNB Uu, and the SeNB counts the amount of RLC SDU bits for the split bearer at SeNB.
3. Conclusion
In this contribution, we analyze the layer 2 measurements impacts brought by UP architecture 1A and 3C. Based on the analysis and observations given above, we have the following proposal:

Proposal: RAN2 is kindly requested to discuss the layer 2 measurement issues brought by dual connectivity and capture Table 1 in TR 36.842.
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