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1 Introduction
This paper discusses the agreed bearer split Options 1, 2 and 3 as captured in the latest version of TR 36.842 [1] and compares their properties. 

The scope of the discussion and comparison spans over all involved E-UTRAN nodes, the relevant interfaces and related protocol functions and the EPC.

2 Discussion
2.1 Overall view

The agreed bearer split options are shown in Figure 1 [1]. Each bearer split option can be used to optimise certain aspects like backhaul usage, signalling towards the EPC, efficient usage of available radio resources, etc.
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Figure 1: Bearer split options
Table 1 list the most important aspects and identifies their support by the bearer split options, without going into much detail on the available sub-alternatives for now. It is evident, that none of the bearer split options can serve all aspects to the same extent and thus the selection depends on what aspects that are deemed as most important to support.

Table 1: Bearer split option comparison
	Aspect
	Option 1
	Option 2
	Option 3

	Intra Bearer UP aggregation (“bearer split”)
	No
	No
	Yes

	Inter Bearer UP aggregation
	Yes
	Yes
	Yes

	Improved Mobility Robustness
	Yes
	Yes
	Yes

	Direct Routing Support (E-UTRAN ( EPC)
	Yes
	No
	No

	CN Signalling Reduction
	No
	Yes
	Yes

	Need for flow control on Xn
	No
	TBD
	Yes

	Need for L2 reordering
	No
	TBD
	Yes

	Keeps UP impact on network side low 
	Yes
	No
	No

	Keeps UP impact on UE side low
	Yes
	Yes
	No


2.2 Difference between options – UE view
2.2.1 Options 1&2 versus Option 3

The main difference is that Option 3 offers the possibility to split traffic from a single EPS bearer between MeNB and SeNB to achieve intra bearer user plane aggregation. Regardless which option of Option 3 is chosen this has impact on UE implementation, an effort that needs to pay off in terms of expected performance.

Further, Option 3 would need to reflect Xn properties (delay, loss) in the L2 protocol design, which is not necessary for Option 1.

Observation 1 Option 3 requires substantial UE implementation effort, compared to Options 1&2. In return, it offers the possibility for intra bearer user plane aggregation.

2.3 Difference between options – network view

2.3.1 Option 1 versus Options 2&3
The major differences between Option 1 and Options 2&3:

-
For Options 2&3, an effort needs to be spent in deploying a well dimensioned backhaul able to carry UP traffic towards the MeNB and between the MeNB and the SeNB(s). This aspect has been discussed e.g. in [2].

-
Options 2&3 require increased UP processing capacity in the MeNB for routing (Option 2) or routing&splitting (Option 3), this was also discussed in [2]. Furthermore, Options 3C and 3D needs ciphering/deciphering of all PDCP PDUs in the MeNB.

-
the two aspects above can be regarded as the main drawbacks compared to Option 1, but they come along with reduced CN signalling.

-
Option 1 would make UP mobility (“offloading”) visible towards the EPC. However, as discussed in section 2.4, the EPC impact is limited.

Observation 2 Comparing Option 1 against Options 2&3 from a network deployment point of view, there is a tradeoff between S1-MME signalling towards the EPC (necessary for Option 1) against the increased backhaul requirements and MeNB-UP processing effort (Options 2&3).

2.3.2 Option 2 versus Option 3

The major difference between Options 2 and 3 is that routing and scheduling of traffic of the same bearer could be more flexible in option 3. This could be regarded as the main reward for the effort to be spent on the network side to support Option 3. Although Option 2 does not support bearer split, it spends the same effort on the network side as Option 3.
Observation 3 Option 2 and Option 3 have obvious similarities w.r.t. their effect on backhaul usage and requirements on MeNB UP processing. The resulting incentives for spending effort on backhaul and MeNB UP processing are for Option 2 only decreased S1-MME signalling, whereas Option 3 may claim more effective usage of MeNB and SeNB resources

2.4 Importance of hiding inter-eNB mobility from EPC

Option 1 implies the necessity to signal the new tunnel address for the offloaded E-RAB to the EPC. Looking at existing protocol functions on S1-MME, the Path Switch could serve this purpose. However, in principle there is only a single function of the Path Switch procedure needed – there is no need to establish a new S1-MME connection as for inter-eNB HOs, no need to transfer the UE context completely to the SeNB and hence no need to perform an initial AS security context setup by means of S1-MME signalling. The amount of required processing within the EPC for Option 1 may be kept rather low and may further reduce the expected EPC impact.
Observation 4 The impact on EPC processing for Option 1 can be kept very low if the required S1-MME Path Switch functionality for dual connectivity is reduced to the necessary minimum.
2.5 Data forwarding with option 2

One property of option 2 that has been mentioned is the possibility to avoid data forwarding at SeNB handover. However, this comes at the cost of always routing all user plane data via the MeNB. Depending on the backhaul topology, this can increase the backhaul load much more than data forwarding at SeNB handover. For instance, according to evaluations during the Rel-11 study item called “Hetnet mobility enhancements”, average handover rate in a simulated 3GPP case 1 deployment with 1 pico per macro cell was 0.098603 HOs/UE/s ([3], table 5.5.2.2.1). Same evaluations used a typical handover execution time of 40ms. Thus in the simulated scenario, data forwarding only contributed to (0.098603*0.040)*100%=0.4% of the total backhaul load.
Observation 5 Minimised data forwarding at SeNB handover with option 2 comes at the cost of always forwarding all data via the MeNB, which increases transport network load much more than data forwarding at handover.

3 Comparison of the options

Looking at Table 1 and the observations made in Section 2, it is clear that there is no single option that will suit all aspects. One of the main differentiating factors of bearer split options 1, 2 and 3 is the characteristics of the backhaul deployment. It is expected that these options may serve a variety of deployment scenarios that probably will exist in parallel in future:

-
Availability of sufficiently dimensioned backhaul to allow UP aggregation in the MeNB

-
Rather limited availability of backhaul capacity which would require careful system design

Table 2 illustrates how the bearer split options map to different backhaul deployment. Given a non-ideal backhaul with limited capacity, bearer split option 1 is most appropriate since it avoids the routing of user plane data via the MeNB, see also discussions in [2]. With option 1, improved mobility robustness by separating control and user plane termination as presented in [4] can be achieved. This can be used to maintain a robust control plane connection with the macro layer, while offloading user plane traffic to the pico layer for improved throughput.
However, in deployments where backhaul capacity is not an issue, on top of improved mobility robustness, option 3 may also provide higher expected resource aggregation gains through intra bearer user plane aggregation.  But increased complexity should also be taken into account. 
Table 2: Bearer split options comparison
	Aspect
	Option 1
	Option 2
	Option 3

	Backhaul capacity / 
Routing capacity@MeNB
	Efficient support if backhaul or MeNB routing capacity is limited.
	May be deployed if backhaul / MeNB UP capacity is not a limiting factor

	Expected gain of resource aggregation
	Lower (“inter bearer UP aggregation”)
	Higher (“bearer split”)

	Mobility robustness
	Can be achieved with all options

	CN Signalling Reduction
	Reduced path switch function necessary if MeNB is kept
	Mobility visible only if MeNB is changed 
(i.e. if S1-MME termination is transferred)

	Functional changes to UE L2
	Minor, if at all
	Major. Support for Xn flow control, packet reordering, possible  extension of seq. nr./timer range, etc.


4 Conclusion
This paper discussed properties of the various bearer split options identified for support of dual connectivity in [1]. The following observations were made:

Observation 6 Option 3 requires substantial UE implementation effort, compared to Options 1&2. In return, it offers the possibility for intra bearer user plane aggregation.
Observation 7 Comparing Option 1 against Options 2&3 from a network deployment point of view, there is a tradeoff between S1-MME signalling towards the EPC (necessary for Option 1) against the increased backhaul requirements and MeNB-UP processing effort (Options 2&3).
Observation 8 Option 2 and Option 3 have obvious similarities w.r.t. their effect on backhaul usage and requirements on MeNB UP processing. The resulting incentives for spending effort on backhaul and MeNB UP processing are for Option 2 only decreased S1-MME signalling, whereas Option 3 may claim more effective usage of MeNB and SeNB resources.

Observation 9 The impact on EPC processing for Option 1 can be kept very low if the required S1-MME Path Switch functionality for dual connectivity is reduced to the necessary minimum.
Observation 10 Minimised data forwarding at SeNB handover with option 2 comes at the cost of always forwarding all data via the MeNB, which increases transport network load much more than data forwarding at handover.
Based on Tables 1 and 2, and the observations above, it is clear that there is no single option that will suit all aspects and backhaul deployments. We therefore make the following proposals:

Proposal 1 Add support for Option 1 for improved mobility robustness in networks with non-ideal backhaul deployments with limited capacity.

Proposal 2 Add support for Option 3 for user plane aggregation in deployments where backhaul capacity is not an issue.
Finally we note that Option 2 is very similar to Option 1, but based on observations 3, 4 and 5, we believe Option 1 to be more important, and option 2 is not needed.
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