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1 Introduction
Among UP alternatives that support the intra-bearer split feature, 3C and 3D are the most discussed two. In this contribution, two alternatives are further investigated from several throughput related aspects, including: detection of data loss, PDCP reordering function, RLC reordering timer configuration, and recovery time of missing data.
The analysis in following sections show that 3C may achieve higher UE throughput by reducing the latency of each data PDU, especially those data that experiences loss over either RAN or Xn.
2 Discussion
The round trip time of a data PDU is a determining factor for UE throughput, especially for TCP traffic. It is because delayed delivery of a TCP segment will slow down the congestion window at TCP source. Therefore, the timely detection and recovery of a loss PDU is critical for boosting throughput. Therefore, the analysis in sections below are closely related to throughput performance. 
2.1
Detection of Data Loss

There are two types of data loss that are relevant to the comparison between 3C and 3D:

1)  RAN loss: data loss over the Uu interface between MeNB and UE or between SeNB and UE. The loss occurs because of the poor channel condition and cannot be recovered through HARQ retransmission. The probability of a RAN loss is targeted at no more than 10-4. The data unit granularity for RAN loss is at RLC PDU level for both 3C and 3D, because the Uu interface uncertainty is taken care of by RLC under 3C as well.

2)  Xn loss: data loss over the Xn interface. It may be caused by the unreliable transfer over Xn, such as congestion along the path due to ineffective flow control, or SeNB buffer overflow if MeNB is too aggressive in offloading data to SeNB. The probability of Xn loss is very rare though, which is expected to be less than 10-6. The data unit granularity for RAN loss is at GTP-U level for both 3C and 3D.

Besides the above two types of data losses that are losses actually happen during the transfer, there are also false-alarm loss that the network (mainly MeNB) has to deal with, especially for 3D. A false-alarm loss is a data loss reported by UE, e.g., through RLC STATUS PDU, but the corresponding data is not lost indeed. For example, a NACK in RLC STATUS PDU may point to a RLC PDU N that is still pending to be transmitted by SeNB for the first time, if T_reordering parameter configuration is too optimistic. Thus the NACK is a false-alarm loss, and RLC PDU N does not need to be retransmitted. Further investigation of the above NACK ambiguity or false-alarm loss can be found in following sections.
The detection of RAN loss and Xn loss is studied respectively below, together with the differentiation from false-alarm loss.

2.1.1
RAN Loss Detection
With 3C, the RAN loss is detected through UL RLC STATUS PDU as in legacy system. Since there are separate RLC status reports for MeNB DL RLC PDUs and SeNB DL RLC PDUs, there is no ambiguity in interpreting RLC NACKs as long as T_reordering is configured properly as discussed in Section 2.3. Thus no concerns about false-alarm loss.
Observation 1: There is no RLC NACK ambiguity for 3C.
With 3D, RAN loss is also detected through RLC STATUS PDU. However, ambiguity exists regarding the interpretation of RLC NACKs, because RLC PDUs generated by the same RLC entity (Master RLC) are transferred distributedly by multiple eNBs. When one eNB receives UL RLC STATUS PDU, it does not have full knowledge of the pending RLC PDUs in the buffer of other eNBs. False-alarm losses are more likely to occur as the consequence. In previous meetings, the transmission and interpretation of UE’s UL RLC STATUS PDU under 3D haven’t been studied in details, and there are several open questions to be addressed, including:

 Q1: Which eNB shall be responsible of making retransmission decision? 

Q2: How shall the network respond to NACKs indicated in the STATUS PDUs, e.g., retransmit, wait, etc.?

Q3: Which eNB shall the STATUS PDUs be sent to?

There are several possible solutions for the three questions above. According to the initial destination of UL RLC STATUS PDU, potential solutions are categorized into three solutions in general. Pros and cons of each solution are analyzed in Annex. It can be seen from the analysis that there are always some negative impacts associated with RLC NACK ambiguity of 3D, regardless of the detailed solution.
Observation 2: The RLC NACK ambiguity of 3D leads to waste of radio resources and/or extra delays (at least one times backhaul latency). 
2.1.2
Xn Loss Detection

For both 3C and 3D, the detection of Xn loss can be handled by eNBs by the network, and the solution may be implementation specific or may be standardized. For example, the SN field in the GTP-U header may be used, so that SeNB may identify a packet loss by spotting a gap in GTP-U SNs. The reporting of a missing packet over Xn may be done periodically, e.g., upon MeNB’s configuration, or it may be triggered upon timer expiry. Note that the timer here is for the detection of missing packet over Xn only, thus the likelyhood of starting the timer and the difficulty of setting the timer value will be much less than that of RLC T_reordering under 3D. The detection of a packet loss may also be achieved based on other types of SN, such as PDCP SN or RLC SN.

The advantages of separating the detection of RAN loss and Xn loss are at least two folds: the recovery of Xn loss can be more precise and more prompt, and the ambiguity of RLC NACKs under 3D can be avoided.
It is worth pointing out that the detection of Xn loss does not necessarily introduce additional latency to the data transfer under 3C, because SeNB may transmit PDCP PDUs out of order as they are and UE’s PDCP entity is capable of reordering PDCP PDUs according to PDCP SNs. The detection of Xn loss requires the tracking of SN only, e.g., updating a few window parameter values or bitmap, instead of holding off the transfer of out-of-order PDCP PDUs. Since the loss and out-of-order delivery over Xn is very rare, the overhead associated with the detection of Xn loss is minimal. The full-fledge reordering function over Xn transfer is not necessary for Xn loss detection under 3D either. However, if to accommodate the potential latency introduced by Xn loss recovery, the RLC T_reordering has to be increased which is not desired. Since the occurrence of Xn out-of-order delivery is rare, the calculation/analysis in Section 2.3 has neglected the need to increase RLC T_reordering value due to Xn loss recovery.
In previous meetings, there are proposals of detecting Xn loss through RLC STATUS PDU for 3D. However, the major drawback of combining the detection of Xn loss with RAN loss is that the ambiguity of RLC NACKs applies to Xn loss as well, because MeNB cannot distinguish between Xn loss and RAN loss from RLC STATUS PDU. In addition, the detection of a Xn loss will be slowed down. Therefore, it is beneficial to separate the detection of RAN loss and Xn loss for 3D.

Observation 3: The separate detection of RAN loss and Xn loss for both 3C and 3D may avoid the ambiguity in interpreting RLC NACKs, and recover Xn losses more precisely and promptly without adding additional delay to data transfer. 
2.2 PDCP Reordering Function for 3C

With 3C architecture, the PDCP reordering and duplicate detection function for RLC AM RB needs to be “always ON” at UE PDCP, instead of “re-establishment only” in the current LTE system. The enhancement can be achieved by simply removing the “re-establishment only” condition for the current PDCP reordering function. It is a simple and straightforward extension of the current PDCP protocol. No RLC type of reordering timer is necessary for UE PDCP entity of 3C, because the underlying UE RLC entities of both MeNB and SeNB already guarantee lossless transfer of PDCP PDUs and the very rare loss over Xn (<10-6) is handled by Xn loss recovery solution already.
Observation 4: PDCP reordering function of 3C is a straightforward extension of the current PDCP protocol. No reordering timer is needed at UE PDCP entity.
2.3 RLC Reordering Timer Configuration

The configuration of UE RLC reordering timer under 3C is straightforward, and it may reuse the common practice of legacy LTE system. The major factor to be considered in provisioning T_reordering value is the time taken by the corresponding eNB to complete the configured maximum number of HARQ (re)transmissions, denoted as T_HARQ_MeNB and T_HARQ_SeNB respectively. Thus the network may configure
T_reordering = T_HARQ_SeNB (for the UE RLC entity associated with SeNB under 3C),

and,

T_reordering = T_HARQ_MeNB (for the UE RLC entity associated with MeNB under 3C).
However, the configuration of RLC reordering timer under 3D is more challenging. It is because RLC PDUs of adjacent SNs may be transmitted by different eNBs due to the Master/Slave RLC structure of 3D. To be more specific, the mean and the variance of the gap between DL arrival times of two consecutive RLC PDUs can be much larger and more dynamic under 3D when compared with existing LTE system and/or 3C, especially if one PDU is transmitted by MeNB while the following PDU is transferred by SeNB which is not a trivial case in 3D.
 If T_reordering is set too small, UE may trigger a RLC STATUS PDU prematurely even if there is no RLC PDU loss over the air.  In addition to the UL radio resources wasted on transferring the premature RLC STATUS PDU, those false NACKs in the RLC STATUS PDU will trigger unnecessary DL retransmission of some RLC PDUs that are still in transit or even received by UE already. Consequently, system throughput may be impacted. In order to provision for the larger inter-arrival time of RLC PDUs when error free, a proper configured value of T_reordering has to accommodate following factors: the backhaul latency (T_Xn), the scheduling delay experienced by MeNB’s RLC PDU at SeNB (T_SeNB_queue), and the time taken by SeNB to complete the configured maximum number of HARQ (re)transmissions (T_HARQ_SeNB). Thus the network may configure
T_reordering = T_Xn+T_SeNB_queue+T_HARQ_SeNB (for the UE RLC entity under 3D).
Note that the above value does not cover the worst case yet, because the potential latency introduced by out-of-order delivery over Xn is not included. Since the occurrence of Xn out-of-order delivery is rare, the associated delay is skipped in the above calculation.
The large value of T_reordering value comes at a cost though, even if the configuration value is unavoidable. As already pointed out in [2], a bigger T_reordering timer leads to higher requirements for buffer size. In addition, the large T_reordering value provisions for the case when one PDU is transmitted by MeNB while the following PDU is transferred by SeNB. If both PDUs are transmitted by the same eNB and the former one gets lost, the detection and recovery of the missing PDU will be delayed while waiting for the expiration of reordering timer, which in turn decreases UE throughput.
The dilemma between a large and a small value of T_reordering cannot be reconciled under 3D, because of the big variance foreseen for the gap between DL arrival times of two consecutive RLC PDUs. Basically, no T_reordering value will fit two cases well simultaneously: one case is when both PDUs are transmitted by the same eNB, and the other case is when one PDU is transmitted by MeNB while the following PDU is transferred by SeNB.

Based on the above analysis and under the same assumptions in [1], i.e., T_HARQ_SeNB =20ms, T_Xn =30ms, T_SeNB_queue =150ms, UE’s RLC T_reordering value may be configured as:

For 3C, T_reordering = T_HARQ_SeNB = 20ms (for the UE RLC entity associated with SeNB);

For 3D, T_reordering = T_HARQ_SeNB+ T_Xn+ T_SeNB_queue=20ms + 30ms + 150ms = 200ms.
It can be seen that the T_reordering value of 3D is 10 times of the T_reordering value 3C.
Observation 5: The configuration of RLC reordering timer of 3D is very challenging, and T_reordering has to be set to a value much larger than that of 3C. A larger T_reordering value leads to delayed detection and recovery of a missing RLC PDU potentially, and bigger buffer size requirements as well.
2.4 Recovery Time of Missing Data

The recovery time of a missing PDU, refers to the time elapsed from when a loss occurs until the time MeNB starts considering the retransmission of the PDU. As already pointed out in Section 2.1, the missing PDU for RAN loss refers to RLC PDU, while the missing PDU for Xn loss refers to GTP-U PDU.

The recovery time of missing data under 3C for both types of loss are:

RAN loss: T_reordering + UE’s delay to transmit UL RLC STATUS PDU, e.g., 20ms + 11.5ms = 31.5 ms;

Xn loss: reordering timer value over Xn + backhaul latency, e.g., 30ms + 30ms = 60ms.

Examples in this section reuse the same assumptions in [1] and Section 2.3. In addition, UE’s delay to transmit UL RLC STATUS PDU (to either SeNB or MeNB) is assumed to be 11.5ms according to Table B.1.2.1.1-1 of [4], and the reordering timer over Xn is set equal to the backhaul latency which should be long enough or even over-provisioned.
The recovery time of missing data under 3D for both types of loss are:

RAN loss: T_reordering + UE’s delay to transmit UL RLC STATUS PDU (+ backhaul latency), e.g., 200ms+11.5ms(+30ms)=241.5ms(271.5ms)
Xn loss: 

-- If detected separately over Xn, the recovery time = reordering timer value over Xn + backhaul latency, e.g., 30ms + 30ms = 60ms;

-- If detected jointly by RLC STATUS PDU, the recovery time = T_reordering + UE’s delay to transmit UL RLC STATUS PDU (+ backhaul latency), e.g., 200ms+11.5ms(+30ms)=241.5ms(271.5ms). 

In the above calculation, the addition of one backhaul latency is determined by the selected solution for RLC NACK ambiguity as outlined in Annex.
Observation 6: The recovery time of RAN loss for 3D is much larger than that for 3C. The recovery time of Xn loss for 3D can be improved significantly by recovering the loss over Xn directly instead of waiting for RLC STATUS PDU indication.
3 Conclusion
Based on the discussion in previous sections, following observations are made:

Observation 1: There is no RLC NACK ambiguity for 3C.
Observation 2: The RLC NACK ambiguity of 3D leads to waste of radio resources and/or extra delays (at least one times backhaul latency). 

Observation 3: The separate detection of RAN loss and Xn loss for both 3C and 3D may avoid the ambiguity in interpreting RLC NACKs, and recover Xn losses more precisely and promptly without adding additional delay to data transfer. 

Observation 4: PDCP reordering function of 3C is a straightforward extension of the current PDCP protocol. No reordering timer is needed at UE PDCP entity.

Observation 5: The configuration of RLC reordering timer of 3D is very challenging, and T_reordering has to be set to a value much larger than that of 3C. A larger T_reordering value leads to delayed detection and recovery of a missing RLC PDU potentially, and bigger buffer size requirements as well.

Observation 6: The recovery time of RAN loss for 3D is much larger than that for 3C. The recovery time of Xn loss for 3D can be improved significantly by recovering the loss over Xn directly instead of waiting for RLC STATUS PDU indication.
Since the timely detection and recovery of a loss PDU is critical for boosting throughput, especially for TCP traffic, better throughput performance can be anticipated for 3D than for 3D. Therefore, we propose that:

Proposal: 3C is the best UP alternative that may support intra-bearer split and achieve throughput enhancement.
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Annex A: Transfer and Processing of UL RLC STATUS PDU under 3D
With 3D, RAN loss is also detected through RLC STATUS PDU. However, ambiguity exists regarding the interpretation of RLC NACKs, because RLC PDUs generated by the same RLC entity (Master RLC) are transferred distributedly by multiple eNBs. When one eNB receives UL RLC STATUS PDU, it does not have full knowledge of the pending RLC PDUs in the buffer of other eNBs. False-alarm losses are more likely to occur as the consequence. In previous meetings, the transmission and interpretation of UE’s UL RLC STATUS PDU under 3D haven’t been studied in details, and there are several open questions to be addressed, including:

 Q1: Which eNB shall be responsible of making retransmission decision? 

Q2: How shall the network respond to NACKs indicated in the STATUS PDUs, e.g., retransmit, wait, etc.?

Q3: Which eNB shall the STATUS PDUs be sent to?

There are several possible solutions for the three questions above. According to the initial destination of UL RLC STATUS PDU, potential solutions are categorized into three solutions in general. Pros and cons of each solution are analyzed below.

Solution 1: UE’s RLC STATUS PDUs are sent to MeNB directly, and MeNB makes the retransmission decision

It is natural that MeNB shall make the retransmission decision, and the actual retransmission can be done by either MeNB or SeNB. When MeNB receives an RLC NACK which corresponds to an RLC PDU that has been assigned to SeNB for transmission, it does not know whether that RLC PDU is still pending in the SeNB buffer to be transmitted (false-alarm loss). If MeNB treats every NACK as a real loss and decide to retransmit, then duplicate transmissions of the same RLC PDU will occur for false-alarm loss PDU and waste radio resources. If MeNB wants to avoid duplicate transmission, i.e., identify false-alarm loss, MeNB has to exchange information with SeNB. The interaction will add extra one or two backhaul latency at least.
Therefore, pros and cons of Solution 1 are:

Pros: RLC STATUS PDU arrives at MeNB directly with no additional delay.

Cons: NACK ambiguity (false-alarm loss), which leads to either waste of radio resources or extra 1x or 2x backhaul latency.
Solution 2: UE’s RLC STATUS PDUs are sent to SeNB first, and SeNB forwards STATUS PDUs to MeNB.

The arrival of STATUS PDU at MeNB is postponed by one backhaul delay. In addition, since UE’s UL STATUS PDUs are sent to SeNB, its UL data PDU of the same RB has to be sent to SeNB first as well. Otherwise, the RLC entity at UE has to be modified in order to mandate the transmission of control PDUs and data PDUs of the same DRB over different Uu interfaces. The modification to UE RLC entity is not preferred for 3D. Sending UL data PDU to SeNB will delay the transfer of data packets (e.g., TCP ACK) by one backhaul latency. 

The positive side of this solution is that SeNB has access to the content of RLC STATUS PDU, and it may take advantage of the information and help avoiding NACK ambiguity. Below are a couple of candidate choices, but each still has some drawbacks identified:

Solution 2.1: For those PDUs which are marked as NACKs false-alarmedly, SeNB removes them from its transmission buffer and let MeNB handle those PDUs as retransmissions. The disadvange is that the transmission of those PDUs may be further delayed by at least one backhaul latency.

Solution 2.2: When SeNB forwards the STATUS PDU to MeNB, it also provides information on its pending data. The information may be reflected as updating ACK/NACKs in the RLC STATUS PDU, or may be sent as a separate list/bitmap. Regardless of which approach to take, the interaction between Master RLC and Slave RLC has to be opened, which is against one advantage claimed for 3D in [3].

Therefore, pros and cons of Solution 2 are:
Pros: NACK ambiguity may be avoided, at the cost of opening up interaction between Master RLC and Slave RLC, or postponing data transmission of certain PDUs by at least 1x backhaul latency.
Cons: 1x backhaul latency added to the delivery of UL STATUS PDUs and data PDUs to MeNB.

Solution 3: UE’s RLC STATUS PDUs are sent to MeNB and SeNB.

If the same STATUS PDU is sent to both eNBs over the air, radio resources are wasted on the transmission of duplicate copies. Besides, it is hard to coordinate UL grants of both eNBs. UE RLC entity also has to be modified to be able to support transmitting duplicate copies of the same STATUS PDU over different Uu interfaces.

If STATUS PDUs are sent to MeNB or SeNB alternatively, then similar drawbacks of Solutions 1 and 2 apply.

Therefore, cons of Solution 3 are:

Cons: waste of radio resources, difficult coordination of UL grant among eNBs, modifications to UE RLC entity, and extra delays.

It can be seen from the analysis that there are always some negative impacts associated with RLC NACK ambiguity of 3D, regardless of the detailed solution.
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