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1      Introduction
In previous RAN2 meetings, throughput evaluation in scenario 2 investigating bearer split was discussed in contributions e.g. in [1-4]. The conclusions in the meeting are as follows:
	Agreements (observations from simulations)
1
If the all the following conditions are fulfilled, it seems possible to achieve gains close to the technology potential in terms of per-user throughput by means of inter-node radio resource aggregation:


a) Xn is not the bottleneck


b) Xn is loss-less and causes no re-ordering


c) Xn offers latency of 5-30ms


d) Flow Control is used from SeNB towards MeNB


e) Flow Control commands are sent frequently 


f) the load in the system is low to medium


g) users are distributed appropriately (number of UEs served by the macro cell is sufficiently low so that it has resource to allocate to pico UEs)


h) bearer split is supported

Further study is needed to understand the impact of TCP due to the increased latency. 





In last meeting, our evaluation [1] on bearer split is based on fixed split ratio. In this contribution, we provide updated throughput evaluation results based on dynamic bearer split.
2      Discussion
2.1     Simulation assumptions
Simulation assumptions for deployments are mainly based on RAN1 agreements [5] and are shown in Annex A. In the simulation, there are two types of UEs: UEs with macro cell only as serving cell and UEs with both macro and pico cells as serving cells. For UEs with both macro and pico cells as serving cells, there are three scenarios simulated as shown in Figure 1 below.
a) Dual connectivity without bearer split: since EPS bearer is not split, the scenario is actually similar to inter-frequency handover, i.e. if pico cell is added as SCell, all the traffic will be handled by pico cell. In the simulation results, the scenario is denoted as “Decentralized, without bearer split”.
b) Dual connectivity with bearer split (non-ideal backhaul): dynamic bearer split similar as [2] is simulated with details discussed below. 5 ms and 20 ms one way backhaul latency between MeNB and SeNB are simulated. SeNB buffer time is 25/50 ms for 5/20 ms backhaul delay, respectively. In the simulation results, they are denoted as “Decentralized, bearer split, 5 ms latency” and “Decentralized, bearer split, 20 ms latency” respectively. 
c) CA scenario 4 (ideal backhaul) where a centralized scheduler is used. This scenario is simulated as the technical potential to achieve. In the simulation results, the scenario is denoted as “Centralized”.
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Figure 1: Simulation scenarios
Assume one-way backhaul delay is x (5 or 20 ms). Following are details for dynamic bearer split.
Bearer split algorithm
· Initial condition when user packet arrives: 20% of the file is initially transferred to SeNB. 
· Flow control: every 10 ms, SeNB requests a certain amount of data to be transmitted from MeNB to SeNB, based on previous throughput, buffer status in pico, and pending data forwarding request. MeNB responds to the request based on buffer status in MeNB. SeNB receives the data from MeNB after 2 * x.
Scheduling algorithm
Past scheduled throughput information is exchanged between MeNB and SeNB every 50 ms.
In summary, the simulation parameters for bearer split is as follows. Note that the averaging window is used for the calculation of throughput, which is used for both flow control and user scheduling.

	Backhaul latency
	5 ms
	20 ms

	SeNB target buffering time
	25 ms
	50 ms

	Flow control periodicity
	10 ms
	10 ms

	Initial SeNB buffer size
	0.1 Mbyte
	0.1 Mbyte

	SeNB past scheduled throughput averaging window 
	20 ms
	50 ms

	Past scheduled throughput exchange period
	50 ms
	50 ms


2.2     Simulation results
Different system load is implemented by varying user arrival rate (λ) in the simulation. Average user throughput and cell edge throughput are shown in Figure 2 and Figure 3 below, respectively. 
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Figure 2: Average user throughput
For average user throughput, CA scenario 4 can achieve the best performance for all user arrival rates. It can be seen that with low backhaul latency (5 ms), bearer split achieves slightly better performance than non-bearer split when system load is not high and there is performance degradation when system load is high. Note that it is questionable whether such low latency is a main target scenario of small cell SI. When backhaul latency is increased, it is clear that non-bearer split outperforms bearer split in a large margin for all system load investigated.
Observation 1: EPS bearer split can only slightly improve average user throughput in comparison with non-bearer split option for low backhaul latency (5 ms) configuration when system load is not high, but the performance is degraded when system load is high or latency is increased (20 ms).
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Figure 3: Cell edge user throughput 
For cell edge user throughput, non-bearer split can achieve the best performance for all user arrival rates, even compared with CA scenario 4. The reason is that cell edge UEs are typically macro UEs whose geometry (long term SINR) can be much lower compared with pico UEs. When EPS bearer is not split, all traffic for pico UEs are transmitted from pico cell (SeNB), therefore macro cell (MeNB) can provide more resource to macro UEs. 

Observation 2: EPS bearer split can degrade cell edge user throughput compared with non-bearer split option.
3      Conclusion
In this contribution, we show quantitative data to analyze the user throughput performance of bearer split and non-bearer split options. We have the following observations.
Observation 1: EPS bearer split can only slightly improve average user throughput in comparison with non-bearer split option for low backhaul latency (5 ms) configuration when system load is not high, but the performance is degraded when system load is high or latency is increased (20 ms).
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Observation 2: EPS bearer split can degrade cell edge user throughput compared with non-bearer split option.

We propose that RAN2 to capture the simulation results in TR 36.842, and consider the simulation results for user plane down selection.
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Annex A Simulation Assumptions
	Item
	Macro cell
	Pico cell

	Layout
	Hexagonal grid, 3 sectors per site, 
7 Macro sites
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Clusters uniformly random within macro geographical area; small cell uniformly random dropping within cluster area

	System bandwidth per carrier
	10MHz
	10MHz

	Carrier frequency 
	2.0GHz
	3.5GHz

	Total BS Tx power (Ptotal per carrier)
	46dBm
	30 dBm 

	Distance-dependent path loss
	ITU UMa[referring toTable B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE applied
	ITU Umi [referring toTable B.1.2.1-1 in TR36.814] with 3D distance between an eNB and a UE applied

	Shadowing
	ITU UMa according to Table A.1-1 of 36.819
	ITU UMi[referring toTable B.1.2.1-1 in TR36.814]

	Antenna pattern
	3D, referring to TR36.819
	2D Omni-directional is baseline; directional  antenna is not precluded

	Antenna Height
	25m
	10m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi 
	5 dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of 36.819
	 ITU Umi

	Antenna configuration
	2Tx2Rx in DL, Cross-polarized

	Number of clusters/buildings per macro cell geographical area
	4

	Number of pico cells per cluster
	1

	Number of pico cells per Macro cell
	4

	UE dropping
	Baseline: 2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UEs randomly and uniformly dropped throughout the macro geographical area. All UEs are outdoor.

	Radius for pico cell dropping in a cluster
	50m 

	Radius for UE dropping in a cluster
	70m

	Minimum distance (2D distance)
	Pico cell-pico cell: 20m

	
	Pico cell-UE: 5m

	
	Macro –pico cell cluster center: 105m

	
	Macro – UE : 35m

	
	cluster center-cluster center: 2*Radius for pico cell dropping in a cluster

	Traffic model
	Baseline: FTP Model 1 as in TR 36.814 
0.5Mbytes file size
The offered traffic is generated per macro cell geographical area

	UE receiver
	MMSE

	UE noise figure
	9dB

	UE speed
	3km/h

	Cell selection criteria
	RSRP for intra-frequency and RSRQ for inter-frequency

	SCell addition criterion
	SINR (geometry) in SCell is larger than 0 dB
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