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1. Introduction
In the previous meetings U-plane architecture options have been discussed intensively. One of the identified concerns of architecture options 3 (i.e., MeNB routing with ability to utilize resources in more than one eNB) is backhaul over dimensioning. This is due to the assumption that Security GW is centralized a, so that the data received by the MeNB from the CN needs to be sent back to Security GW via the backhaul before sent down to SeNB.
In this document, with the same assumption that Security GW is centralized and DL data passes Security GW twice before sent to SeNB, the necessary additional backhaul capacity for MeNB to support architecture options with MeNB routing is analyzed. The result shows that over-dimensioning of backhaul may not be necessarily needed.
2. Discussion
2.1 
Deployment assumption

Answering to great demand to increase system throughput, a lot of 3GPP operators already plan to deploy Rel-10 based CA in their network in very near future. SCE work is started with a purpose to enhance and realize features that functionally cannot be done with Rel-10 CA, e.g., utilizing resources in two different physical nodes connected with non-ideal backhaul while maintaining mobility control in the MeNB. Therefore, it can be assumed that in the future there will be mix deployment where Rel-10 CA architecture (further refers as “Intra eNB CA”) and architecture resulted from SCE work which allows utilization of resources in two different eNBs (further refers as “Inter eNB CA”) are both available. This type of deployment migration is illustrated in Figure 1. 
For this type of deployment operator requires that the quality of service, in terms of throughput, would be comparably the same between the Intra eNB CA architecture and Inter eNB CA architecture. This is because customer does not care by which architecture the service is provided as long as he/she receives good throughput. This is also one of the reasons why it is beneficial that standard specification allows the architecture for Inter eNB CA has a comparable throughput enhancement capability to Intra-eNB CA architecture.
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Figure 1: Mix type of deployment between Intra eNB CA and Inter eNB CA
2.2

Necessary backhaul capacity for Inter eNB CA
In deployment migration where operator first deploys eNB to support “Intra eNB CA”, the operator needs to add the necessary backhaul capacity to support increase throughput. We will study how much backhaul capacity addition is needed when “Inter eNB CA” is deployed.

Figure 2 shows the deployment migration from (1) Rel-8 LTE NW (No CA) that is enhanced to (2) Rel-10 LTE NW with Intra eNB CA support and then further enhanced to (3) Rel-12 LTE NW with Inter eNB CA support.
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Figure 2: Deployment migration

Let us first calculate the necessary DL backhaul for MeNB to support Intra eNB CA deployment. Backhaul capacity is calculated based on the potential throughput of operating frequency bandwidth. For example, a 20MHz frequency band with 2x2 MIMO will achieve maximum throughput of 150Mbps. This number is then factored by α which depicts the effective throughput achievable in real life where it is not likely that one user occupied all the available resource in the network. Overhead in the backhaul for transmitting a user IP payload is also considered. It is assumed that there is no IP fragmentation within the network. Effective radio capacity for the small cell is obtained by factoring the gain β,which is derived from system simulation submitted in the previous meeting in [1], to the effective radio capacity for the MeNB cell. 
Table 1 shows the example of calculation for total backhaul capacity needed to support “Intra eNB CA” deployment of 48 cells (macro cell + small cell), where:
· α= 0.25 (weight to take into account achievable throughput in real life)
· β= 1.64 (small cell gain)
· Backhaul Overhead = 1.072

· User IP payload = 1500 byte, 

· GTP, IPSec header = 108 byte
      (See Annex for details assumption)

Table 1: Necessary backhaul for “Intra eNB CA” support
	Operating freq. bandwidth
	Maximum radio capacity/cell
[Mbps]
	Effective radio capacity/ cell (Note 1)
[Mbps]
	Necessary backhaul capacity/cell (Note 2)
[Mbps]
	Number of cell deployed
	Backhaul capacity [Mbps]

	MeNB cell
	5 MHz
	36.70 
	9.18 
	9.84 
	- 
	-

	
	10 MHz
	73.40 
	18.35 
	19.67 
	12
	236.05 

	
	15 MHz
	110.11 
	27.53 
	29.51 
	12-
	354.11 

	
	20 MHz
	150.75 
	37.69 
	40.40 
	-
	-

	Small cell
	5 MHz
	　
　
　
　
	15.11 
	16.20 
	- 
	- 

	
	10 MHz
	
	30.22 
	32.40 
	-
	- 

	
	15 MHz
	
	45.34 
	48.60 
	12
	583.25 

	
	20 MHz
	
	62.07 
	66.54 
	12 
	798.51 

	Total necessary backhaul capacity
	1971.92





Note 1: - Effective radio capacity/cell of MeNB cell = Maximum radio capacity/cell x α
· Effective radio capacity/cell of Small cell = Maximum radio capacity/cell of MeNB cell x β



Note 2: Necessary backhaul capacity/cell = Effective radio capacity/cell x Backhaul Overhead
From Table 1, we can see that to support Intra eNB CA with 48 cells, almost 2 Gbps of backhaul capacity is needed for DL direction. Let us then calculate the backhaul capacity of MeNB to support Inter eNB CA. The capacity of small cell for Inter eNB CA can be calculated in the same manner as shown in Table 1. From Table 1 and figure 2, we can understand that every time a new small cell for Inter-eNB CA architecture is added, the MeNB needs to add the “Necessary backhaul capacity/cell” of the small cell to the total necessary backhaul capacity. For example, to deploy one small cell of 20 MHz using Inter eNB CA architecture, addition of 66.54 Mbps is necessary to the MeNB DL backhaul capacity, which is about 3% of the total backhaul necessary for Intra eNB CA.
One may argue that the 3% addition per cell to the total backhaul is unnecessary if architecture option 1 (SGW routing) is adopted which makes Inter eNB CA architecture is more “expensive”. We think that view is valid. However, if we consider that the with this amount of addition, the operator is able to provide better service, in terms of comparable throughput enhancement with Intra eNB CA architecture, we think that this amount of addition can be considered acceptable. In other word, the backhaul does not necessarily need over-dimensioning in order to support Inter eNB CA deployment.
Observation:  
The amount of backhaul capacity addition in order to support Inter eNB CA architecture deployment do not necessarily requires over dimensioning of backhaul.
3. Summary and Proposal
The document presented calculation of how much addition of backhaul capacity needed to support deployment of Inter eNB CA architecture (e.g., U-plane architecture option 3). 
The result shows that addition of 3% of the total backhaul to support Intra eNB CA is necessary. However, since this architecture allows operator to provide better service, in terms of comparable throughput enhancement with Intra eNB CA architecture, the amount of necessary backhaul addition can be considered acceptable and not necessarily requires over-dimensioning.
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ANNEX 
Annex 1: Small Cell Gain β

Simulation assumptions for user throughput evaluation in [1] (compliant with the ones defined in TR 36.814).

	Carrier frequency
	2 GHz (PCell) / 1.5 GHz (SCell)

	System bandwidth
	10 MHz + 10 MHz

	Cell layout
	Hexagonal grid, 19 cell sites, 3 sectors per cell site

	eNB Tx power
	46dBm (macro), 30 dBm (small)

	eNB antenna gain
	14 dBi (macro)/ 5 dBi (small)

	eNB cable loss
	0 dB

	Macro cell antenna pattern
	Vertical: 10-degree beam width/15-degree down-tilt

Horizontal: 70-degree beam width

	Small cell antenna pattern
	Omni

	Number of UEs per sector
	30

	Traffic model
	Full buffer

	Number of small cells
	1, 2, 4

	Distance-dependent path loss
	2 GHz: 128.1+37.6log10(r) dB
1.5 GHz: 125.5+37.6log10(r) dB, r in km

	Multipath delay profile
	6-ray typical urban

	Shadowing
	Standard deviation: 8 dB

Auto-correlation distance: 50 m

	UE antenna gain
	0 dBi (2 GHz/1.5 GHz)

	UE noise figure
	9 dB

	Threshold for adding/removing a SCell
	0 dB in SINR


Simulation result for user throughput evaluation in [1].
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Fig.3
Average DL user throughput with CA.

Small cell gain βfor case 2:

	
	User throughput/cell [Mbps]

	
	1 small cell case
	2 small cells case
	4 small cells case

	PCell macro
	0.60
	0.59
	0.57

	SCell small
	0.89
	1.01
	0.93

	SCell Gain
	1.4
	1.71
	1.64


Annex 2: Payload and Overhead assumption
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Annex 3: Weight αto consider achievable throughput in real life

αis obtained from comparing the 50%-ile user throughput performance in 10 MHz frequency bandwidth (Non-Precoded case) according to [2] with the maximum radio capacity per cell as indicated in Table 1.
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Figure 8.1.2.2.1-3: 10 MHz, 500 m ISD, 20 dB penetration loss, SCM-E Urban, 3 km/h [2]
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