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1.
Introduction
At the RAN2 #82 meeting, RAN2 defined a new interface between MeNB and SeNB called Xn interface, and assumed that there may be packet loss or out-of-order delivery in Xn interface. 
Then, for the Alt 2C/3C of UP architecture where the PDCP PDU is transmitted via Xn interface, it was deemed as drawback that the PDCP requires reordering functionality, and for the Alt 2D/3D of UP architecture where the RLC PDU is transmitted via Xn interface (between Master RLC and Slave RLC), it was deemed as benefit that packet loss in Xn interface can be covered by existing RLC ARQ functionality.
This document discusses whether there is real impact on PDCP protocols with such Xn characteristics.

2.
Xn impacts on PDCP Protocols

Looking at section 5.1.2 of [1], one can easily find that the PDCP operation is not impacted by packet loss. When a PDCP PDU is received, the PDCP receiver considers it a new PDU, and processes it accordingly. The packet loss may corrupt the Header Compression Context, but it does not cause any problem to PDCP operation.

Observation 1. PDCP operation is not impacted by packet loss in Xn interface.
The PDCP operation is designed based on the assumption that it receives PDCP PDUs in increasing order of PDCP SNs. If the PDCP receiver receives PDCP PDUs in out-of-order, this corrupts the RX_HFN, and all the subsequent packets are not deciphered.

Observation 2. PDCP deciphering is corrupted by out-of-order delivery in Xn interface.

Then, the question is whether the PDCP should be responsible for out-of-order delivery in Xn interface.
Though Xn interface has not been designed yet, it is logical to assume that it is much similar to X2 interface. Since the packet loss or out-of-order delivery in X2 interface is less than 10^-6, we can assume similar error rate in Xn interface. This ratio is sufficiently low not to impact PDCP operation.
Moreover, since X2 interface UP protocol uses GTP-U in the transport layer [2], in-sequence delivery is guaranteed in Xn interface if the use of GTP Sequence Number is mandated [3].

Even without using GTP Sequence Number, the eNB can detect out-of-order of PDCP PDUs by proprietary mechanism, e.g. by inspecting the PDCP Sequence Numbers included in the PDCP PDU.
Observation 3. The probability of out-of-order delivery in Xn interface is sufficiently low, and there are many mechanisms to avoid out-of-order delivery.

Base on the above observations, we can conclude that Xn error does not have any impact on PDCP operation, and it should not be considered in evaluating UP architecture alternatives.
Proposal. Handling of Xn error should not be considered in evaluating UP architecture alternatives.
3.
Proposal
Based on the discussion above, we propose that,

Proposal. Handling of Xn error should not be considered in evaluating UP architecture alternatives.

Since the Xn error has no real impact on radio protocols, we think that recovering Xn error is not a beneficial feature in Alt 2D/3D. Thus, we further propose to update the TR36.842 as attached in the end of this document.
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8.1.1.5
Alternative 2D

Alternative 2D is the combination of S1-U that terminates in MeNB + no bearer split in MeNB + master-slave RLCs. It is depicted on Figure 7.1.1.5-1 below, taking the downlink direction as an example.
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Figure 8.1.1.5-1: Alternative 2D

The expected benefits of this alternative are:

-
SeNB mobility hidden to CN;

-
no security impacts with ciphering being required in MeNB only;

-
no data forwarding between SeNBs required at SeNB change;


-
little or no impacts to PDCP.

The expected drawbacks of this alternative are:

-
need to route, process and buffer all dual connectivity traffic in MeNB (also for an EPS bearer transmitted only by the SeNB, MeNB required to buffer and process packets down to RLC level)

-
extension of RLC SN space may be needed to tackle Xn latency (backhaul delay becomes part of RLC RTT);

-
application with RLC UM requires adoption of UMD PDU Segment;

-
Re-segmentation header (SO - 2bytes) always added to SeNB RLC PDUs during segmentation;

-
need to define RLC PDU as a possible T-PDU in GTP-U;

-
for RLC status reports to reach MeNB, relaying over Xn may be needed;

-
utilisation of radio resources across MeNB and SeNB for the same bearer not possible;

-
for the bearers handled by SeNB, handover-like interruption at SeNB change;

-
in the uplink, logical channel prioritisation impacts for the transmission of uplink data (radio resource allocation is restricted to the eNB where the Radio Bearer terminates);

-
no support of local break-out and content caching at SeNB for dual connectivity UEs.

8.1.1.9
Alternative 3D

Alternative 3D is the combination of S1-U that terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers. It is depicted on Figure 7.1.19-1 below, taking the downlink direction as an example.
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Figure 8.1.1.9-1: Alternative 3D

The expected benefits of this alternative are:

-
SeNB mobility hidden to CN;

-
no security impacts with ciphering being required in MeNB only;

-
no data forwarding between SeNBs required at SeNB change;

-
little or no impacts to PDCP;

-
utilisation of radio resources across MeNB and SeNB for the same bearer possible;

-
relaxed requirements for SeNB mobility (MeNB can be used in the meantime, and no data forwarding required at SeNB change;


The expected drawbacks of this alternative are:

-
need to route, process and buffer all dual connectivity traffic in MeNB;
-
RLC to become responsible for routing the RLC PDUs towards the eNBs;
-
flow control required between MeNB and SeNB;

-
extension of RLC SN space may be needed to tackle Xn latency (backhaul delay becomes part of RLC RTT);

-
application with RLC UM requires adoption of UMD PDU Segment;

-
for RLC status reports to reach MeNB, relaying over Xn is needed;

-
re-segmentation header (SO - 2bytes) always added to SeNB RLC PDUs during segmentation;

-
need to define RLC PDU as a possible T-PDU in GTP-U;

-
no support of local break-out and content caching at SeNB for dual connectivity UEs.
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