Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG2 #83bis
Tdoc R2-133237
Ljubljana, Slovenia, October 7th – 11th, 2013
Agenda Item:
7.2.1
Source: 
InterDigital Communications
Title:  
User Plane Architecture for Dual Connectivity
Document for:
Discussion, Decision
1 Introduction
At RAN Plenary #58, a study item (SI) for enhancements to small cells for LTE was agreed and described in [1].
One objective of the SI is to evaluate the possible benefits of dual connectivity to more than one eNB, i.e. a MeNB and a SeNB. RAN2 has determined that inter-eNB aggregation shows technology potential in terms of per-user throughput, which potential motivates looking into possible impacts to the protocol architecture. A number of observations and possible alternatives for both the user plane and the control plane are already described in TR 36.842 [2].
During RAN2#83 [3] a baseline assumption was agreed for the control plane, whereby there is no termination for the RRC protocol in the SeNB towards the UE for dual connectivity. RAN2 sent a liaison to SA3 to confirm the working assumption from the perspective of the LTE security architecture [4].

During RAN2#83 [3], the different user plane alternatives were further discussed. It was decided that alternatives 2D and 3A are no longer considered. Further discussions aiming to limit the number of alternatives are still needed to determine which of alternatives 1A, 2A/C, and 3C/D should be further considered and/or selected as the baseline architecture for the user plane.

This contribution further discusses user plane aspects for a UE configured with dual connectivity.
In summary, our view is that RAN2 should:

· Select and recommend option 3 (i.e. either 3C or 3D) with bearer split for the downlink as the baseline for the user plane architecture for dual connectivity in TR 36.842, because it is the enabler for throughput benefits (uplink bearer split can remain FFS);
· Agree that at least RLC (re-)segmentation function is located in the SeNB for option 3;

· Settle a common understanding of Xn in terms of losses and reordering:

· If Xn can be assumed to be always lossless with in-order guarantees, then agree that RLC is entirely located in the SeNB;

· Otherwise, recommend support for split RLC in TR 36.842; 

· Consider the possibility of optionally supporting S1-u split (i.e. alternative 1A) as FFS, if it can be achieved with minimal additions to the baseline UP architecture during the WI phase (also pending SA3 feedback).

The above proposed way forward is based our understanding that the most important decision criterion should be 1) enabling throughput benefits with dual connectivity which can achieved by supporting bearer split [5] and 2) properties of the Xn interface as it is located within the L2 protocol chain with necessary possible impacts thereof.
It is also our understanding that other aspects discussed so far may be addressed by network implementations and/or proper configuration/provisioning at the L2 transport network, and should thus be of less weight in the decision process.
2 User Plane Architecture
2.1 Differences between UP alternatives

TR 36.842 [2] describes the alternatives still under consideration, namely alternatives 1A, 2A/C and 3C/D. It also list benefits and drawbacks of each, which will not be repeated here.
The UP alternatives differ from each other in terms of what high-level function they support:

1) S1-u termination, i.e. either in the MeNB (anchor S1-u) only or also possible in the SeNB (split S1-u);
2) EPS Bearer split, i.e. this can enable multi-flow operation for downlink direction only, or also for the uplink;
In addition, the UP alternatives also differ in terms of protocol functionality:

1) Location of re-segmentation, i.e. either only in the MeNB or also in the SeNB;
2) Mapping between EPS RAB and DRB(s), i.e. whether a 1:2 mapping for multi-flow operation is supported;
The above each aims at improving a specific performance-related aspect of the UP architecture for dual connectivity.

2.2 System characteristics and their respective importance
The discussion on the different alternatives for the UP architecture is currently considering a large number of performance-related aspects.
A decision for down-selecting to fewer alternatives is easier when considering only the most important of those aspects.

The current list of such aspects, along with our view for each, is as follows:

1) Signaling load between CN/RAN, and between MeNB and SeNB;

· No single User Plane architecture will minimize all aspects of signaling load for all types of deployments.
2) CN/RAN routing of user plane traffic;

Backhaul-related aspects such as the underlying network topology and backhaul capacity are relevant but may be given less weight than other aspects. Any operator seeking throughput improvements by inter-eNB aggregation would deploy sufficient capacity in its backhaul irrespective of the underlying transport network topology.

· No single User Plane architecture will maximize routing performance for all types of deployments.
3) Need for push-back flow control (i.e. in case of bearer split in MeNB);

The SeNB is expected to implement admission control, as well as to provide some QoS guarantees. Flow control in the backhaul is a network implementation aspect, and whether or not it is needed may largely depend on the network implementation and deployment itself. If it is needed, it would however be transparent to the UE.
· RAN2 should not consider flow control for Xn as a main decision criterion for UP architecture decision.
4) Topology and (need for over-)dimensioning of the underlying transport network;

Benefits from inter-eNB aggregation for throughput improvements imply sufficient capacity in the operator’s backhaul, irrespective of the underlying transport network topology.

· RAN2 should assume that there is always sufficient backhaul capacity.
5) Increased load on MeNB;

MeNB dimensioning is a network implementation aspect. The possible increase in MeNB load is largely a function of the underlying transport network topology.
· RAN2 should not consider MeNB load as a main decision criterion for the UP architecture decision.

6) Potential throughput benefits and TCP performance;
Downlink throughput benefits, as shown by simulations in [5], may be obtained when the UE can receive data:

a. For a given EPS bearer simultaneously from both the MeNB and the SeNB, which can enabled by EPS bearer split with at least multi-flow operation in the downlink;

b. For different EPS bearer simultaneously and with comparable rates, each transmitted by different eNBs;

Simulation results presented in [5] shows that the UE throughput benefits of receiving data in the downlink simultaneously from the MeNB and from the SeNB directly translate into gains from the end-to-end perspective. 
However, the exact nature and the extent of the throughput benefits will be impacted by the selection of the UP protocol architecture. Simulation results presented in [5] shows that significant UE throughput benefits may be obtained for all three architecture options when the UE has one (or more) bearer(s) from which it concurrently receives downlink data from each eNB. When the UE only has one single EPS bearer with a high transmission rate, such benefit can however only be obtained if bearer split in the MeNB is supported in the downlink.

It is our understanding that it is desirable to ensure that UE throughput benefits are possible for any combinations of EPS bearers, including a single active EPS bearer.
· Bearer split and support for downlink multi-flow is an important enabler for throughput benefits [5].

Proposal 1: 
RAN2 should select a baseline alternative for the UP architecture that supports bearer split, i.e. option 3.

7) Xn characteristics, such as possible losses and reordering;
If RAN2 can assume that losses and out-of-order delivery can omly occur on Xn with a very low probability, then RAN2 should recommend alternative 3C in TR 36.842 otherwise alternative 3D should be recommended. Otherwise if such assumption cannot be agreed, whether or not a split RLC is used should be left FFS for option 3.
Proposal 2: 
RAN2 should settle assumptions for the characteristics of Xn, and select one of split RLC or independent RLC for option 3 accordingly. Otherwise, modeling of RLC may be left FFS.
3 Conclusion

Given the above discussion, our understanding is that the decision on the UP architecture should be based on:

1) What is needed to obtain throughput benefits (and mainly, for the downlink);

2) Whether or not the architecture can properly handle the characteristics of the Xn interface;

In other words, our view is that it should be more important to maximize the potential for downlink throughput benefits with support for bearer split (option 3), than to optimize CN/RAN routing for some deployment scenarios possibly at the cost of making UE/bearer mobility visible to the CN by supporting S1-u split (option A). We also consider option 2 to be a subset of option 3, i.e. a UE can be configured to operate as per option 2 even if option 3 is selected.

RAN2 should take the above aspects in consideration in the discussion of the down-selection of UP architecture alternatives, and agree to the following:

Proposal 1: 
RAN2 should select a baseline alternative for the UP architecture that supports bearer split, i.e. option 3.

Proposal 2: 
RAN2 should settle assumptions for the characteristics of Xn, and select one of split RLC or independent RLC for option 3 accordingly. Otherwise, modeling of RLC may be left FFS.

Consequently, RAN2 should recommend a UP architecture based on alternative 3C or 3D as a baseline for a UE supporting dual connectivity for inter-eNB aggregation of resources in TR36.842.
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