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1. Introduction
In the last RAN2 meeting (RAN2#83), RAN2 tried to conclude the SI: WLAN/3GPP Radio Interworking, but failed: In the RAN2#83 meeting, each solution got almost equal votes from the indicative show of hands. And, in the RAN#61 meeting, it is decided that the SI will be extended until December 2013.

In order to resolve the current situation, RAN2 may need to take into account other perspectives i.e. impacts of each candidate solution on other WGs e.g. SA2/CT1. In this contribution, we try to evaluate impacts of each RAN2 solution on the core network, and propose a way forward.

2. Discussion
2.1 Available interworking frameworks defined in CN
In TS 24.302 [1], two frameworks (in a high level) are defined for the interworking between 3GPP and non-3GPP (i.e. WLAN):

· Inter-system mobility: IP traffic is routed over single radio access interface
· UE moves ALL traffic to the other access network.

· Inter-system routing: IP traffic can be routed over multiple radio access interfaces
· MAPCON
: provides PDN-level mobility.
· IFOM
: provides IP flow-level mobility
· NSWO
: provides IP flow-level mobility, but has no service continuity (new IP address is allocated at the other access network).
From above, we can find that if UE can communicate with multiple radio access interfaces simultaneously, either PDN-level mobility or IP flow-level mobility are supported in the CN specification. To route the traffic from PDN-GW to the different path (i.e. either to 3GPP or WLAN), Mobile IP (e.g. PMIPv6 for MAPCON or DSMIPv6 for IFOM) should be used, and RAN2 cannot consider other alternatives unless RAN2 develops a new Internet routing protocol.
Observation 1: CN specifications provides either "PDN-level mobility" or "IP flow-level mobility" if UE can communicate with multiple radio access interfaces simultaneously.
2.2 Problems in inter-system mobility (common to all three RAN2 solutions)
In this section, we will evaluate whether the inter-system mobility can be utilized in the real field. From TS 24.302, a UE that is not capable of routing IP traffic simultaneously over multiple radio access interfaces (e.g. a non-IFOM or non-MAPCON capable UE, or a UE that has such a capability disabled, or a UE not capable of non-seamless WLAN offload) shall select the most preferable available access network for inter-system mobility based on the received / provisioned inter-system mobility policies and user preferences [1].
From above, if UE, which only supports inter-system mobility, and cannot maintain connections both with 3GPP and WLAN, selects the WLAN, it would detach from the 3GPP network. This goes against our agreed assumptions in the latest TR [3]:
	3.
A UE in coverage of a 3GPP RAT when accessing WLAN will still be registered to the 3GPP network and will be either in IDLE mode or in CONNECTED mode.


Figure 1 shows traffic steering from 3GPP to WLAN when inter-system mobility is applied in the case that WLAN is not anchored to the PDN-GW. In this case, when UE moves to WLAN, it is detached from 3GPP network, and therefore some important legacy feature (CS fallback, SMS, ETWS, etc) cannot be supported. Also, IMS-based voice/video services e.g. VoLTE cannot be supported, since UE cannot access to the IMS server in this network architecture.
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Figure 1 Inter-system mobility applied (WLAN is not anchored to the PDN-GW)
Figure 2 shows traffic steering from 3GPP to WLAN when inter-system mobility is applied in the case that WLAN is anchored to the PDN-GW. In this case also, when UE moves to WLAN, it is detached from 3GPP network, and therefore some important legacy feature (CS fallback, SMS, ETWS, etc) cannot be supported. On the other hand, IMS-based voice/video services e.g. VoLTE may still be supported while UE is connected to the WLAN, as UE can reach to the IMS server in this architecture. However, in general, it would be difficult for WLAN to provide similar level of QoS as provided in the cellular network.
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Figure 2 Inter-system mobility applied (WLAN is anchored to the PDN-GW)
Further, if the UE is detached from the 3GPP network, it would no longer receive thresholds/commands from the RAN, and thus 3GPP would lose the control/possibility to move flows/PDN’s back. 
Hence, from above, we can observe that inter-system mobility seems not a valid scenario which we should consider, and will focus on the inter-system routing (i.e. MAPCON, IFOM and NSWO) from next section.
Observation 2: Inter-system mobility has a problem to support the important legacy features.
2.3 CN impacts of solution 1
Before discussing on the CN impacts of solution1, we should study the ANDSF
 first, as the solution 1 has a high dependency on the ANDSF.

ANDSF is highly correlated with current existing interworking framework: the policies defined in TS 24.312 [2] are both for inter-system mobility and inter-system routing. Especially, in the inter-system routing policies, all the policies for inter-system routing are defined, i.e. ForFlowBased for IFOM service, ForServiceBased for MAPCON and ForNonSeamlessOffload for NSWO.
By having the above policies from the ANDSF server, UE can know which PDN connection or IP flows should be moved to the WLAN. That is, ANDSF server let UE know the "offloadable APN" information or "offloadable IP flow" information, and when UE determines traffic steering from/to 3GPP (based on the policies configured by the operator), the UE sends this information to the PDN-GW for binding update. FYI, the binding update message could have various forms depending on the UE capabilities and network architectures (e.g. SaMOG (to be defined for S2a MAPCON), IKEv2 for S2b MAPCON, etc), but in any case, current CN specifications only use either APN information or IP flow information for binding update.
However, as the solution 1 has a high dependency on the ANDSF, first of all, the solution 1 requires ANDSF framework: ANDSF client should be implemented in the UE, and the operator should have the ANDSF server to provide policies.
Basically, the solution 1 does not necessarily require any update of ANDSF MO
 defined in TS 24.312 [2] if RAN2 only considers the parameters which is already defined in SA2 e.g. WLAN BSS load from Rel-12. For example, if RAN2 only considers updating different threshold of WLAN BSS load by solution 1, the RAN solution would not require any changes to ANDSF. But, if RAN2 considers other RAN-related parameters (e.g. RSRP/RSRQ/RAN offload preference) for further enhancements optionally, ANDSF MO should be updated for the RAN-related parameters.
Figure 3 shows CN impacts of solution 1 for the case that WLAN is not/is anchored to the PDN-GW.
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Figure 3 CN impacts of solution 1 (WLAN is not/is anchored to the PDN-GW)
Observation 3: Solution 1 requires both ANDSF server and client. Also, ANDSF MO may be updated to implement RAN-related parameters (e.g. RSRP/RSRQ/RAN offload preference).
2.4 Impacts of solutions 2 and 3
Although details are quite different between solutions 2 and 3 in RAN2 level, they have a similarity: the message (either RAN policies-related parameters or the offload command message) is generated from the RAN, not the CN. And, the RAN does not know either the APN or IP flow information, but only the bearer.
Before we investigate the CN impacts of solutions 2 and 3, it would be desirable to narrow down the possible CN scenarios, as different CN scenarios would bring different CN impacts. As indicated in the section 2.1, we have three CN scenarios: NSWO, MAPCON (i.e. PDN-level steering) and IFOM (i.e. IP-flow-level steering).
First we look into the most complicated scenario: IFOM. Figure 4

 REF _Ref366923404 \h 
 shows an example of bearer-level mobility, which utilizes IP flow mobility (IFOM) in the CN side. In this example, WLAN is anchored to the PDN-GW for the seamless WLAN offload. Note that, IP flow mobility requires (complicated) DSMIPv6 stack, which is not received by market so far, both in the UE and the PDN-GW.

[image: image4.emf]UE

3GPP Access

S-GW

WLAN

PDN-GW

Operator

’

s

IP services

Internet

UE

3GPP Access

S-GW

WLAN

PDN-GW

Operator

’

s

IP services

Internet

Move (all)

bearers

DSMIP 

requried

DSMIP 

requried

translate 

bearersto

IP flows

B

i

n

d

i

n

g

 

u

p

d

a

t

e

u

s

i

n

g

 

I

P

 

f

l

o

w

s

 

i

n

f

o

which bearer 

is offloadable

o

f

f

l

o

a

d

 

m

s

g

 

(

i

n

c

l

.

 

b

e

a

r

e

r

)


Figure 4 CN impacts of solutions 2 and 3 (bearer-level mobility example; IFOM used)
Here, we start with the simplest case: moving all IP flows when IFOM is used. Note that, if the operator considers voice service using E-UTRAN i.e. VoLTE, and all IP flows are moved to WLAN, then the operator should also consider providing voice services in the WLAN, i.e. VoWLAN should be supported.

In the scenario, if the condition for the RAN policy is met (for solution 2), or the offload command is received (for solution 3), UE sends binding update message to steer all the traffic to the WLAN after connecting to the WLAN. In order to send the binding update message, UE should have a capability/functionality to translate all bearers to IP flows, and include it (i.e. translated IP flows) to the binding update message. We, as a UE vendor, do not want a solution where the UE has to have a mapping of UL TFT AS information to IP flow CM information, as we consider this to bring unnecessary UE implementation complexity. Furthermore, UE should not initiate the detach procedure for E-UTRAN, or should fall back to 2G/3G for the important legacy services (e.g. voice call, SMS, etc).
If we consider more complicated case that partial bearers are offloaded, then first RAN should determine which bearer is offloadable or not using e.g. QCI if the bearer information is provided to the UE. Then, UE should have a capability/functionality to translate from the bearer information to IP flows. That is, if the condition for the RAN policy is met (for solution 2), or the offload command is received (for solution 3), UE should translate the bearers to IP flows, and include it to the binding update message to steer the traffic.
Observation 4: Bearer to IP flow mapping requires a new complicated functionality in the UE. Also, to utilize IFOM requires new IP stacks both in the UE and PDN-GW.

Proposal 1: It is proposed that RAN2 depriotizes/excludes the IFOM-based solution for the future discussion.

Proposal 2: It is proposed to confirm with SA2/CT1 that RAN2 would depriotize/exclude the IFOM-based scenario for Rel-12 SI.
Hence, from here, we provide several examples of bearer-level offload for solutions 2 and 3 either with NSWO or MAPCON. That is, we assume the RAN parameters in solution 2 are applied to the specific (all/partial) bearer, and the offload command message in solution 3 is applied to the specific (all/partial) bearer.
Figure 5 shows an example of bearer-level mobility, which utilizes NSWO in the CN side.
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Figure 5 CN impacts of solutions 2 and 3 (bearer-level mobility; NSWO)
Here also, we first consider the simplest case: moving all IP flows. If the operator considers VoLTE, then this option cannot be used, but if the operator considers CS for the important legacy services (e.g. voice call, SMS, etc), then we can still consider this option. In this case, if the condition for the RAN policy is met (for solution 2), or the offload command is received (for solution 3), UE disconnects from existing IP connections in 3GPP, obtains a new IP address from WLAN, and steers all traffic to the WLAN with the new IP address (i.e. non-seamless offload). Note that, still UE should not initiate the detach procedure for E-UTRAN, or should fall back to 2G/3G for the important legacy services (e.g. voice call, SMS, etc).

Observation 5: The overall RAN and CN impacts of the RAN-based solutions would be minimized if we consider the case that all IP flows (bearers) are offloaded with NSWO, but still several CN impacts should be clarified for the important legacy services.
If we consider the case that partial bearers are offloaded, then first RAN should determine which bearer is offloadable or not using e.g. QCI if the bearer information is provided to the UE. Then, UE should have a capability to translate from the bearer information to IP flows. That is, if the condition for the RAN policy is met (for solution 2), or the offload command is received (for solution 3), UE should first translate the bearers to IP flows, and disconnect only those IP flows. And then, UE obtains a new IP address from WLAN, and steers only those IP flows to the new IP address.

Observation 6: RAN should have a new capability to determine whether the bearer is offloadable, and UE should have a new capability to translate from a bearer to IP flows if we consider the case that partial bearers are offloaded with NSWO in the RAN-based solutions.

Figure 6 shows an example of PDN-level mobility, which utilizes MAPCON in the CN side.
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Figure 6 CN impacts of solutions 2 and 3 (PDN-level mobility; MAPCON)
Here, we assume that RAN provides the offloadable APN information along with RAN-related parameters (for solution 2) or command (for solution 3). Since RAN does not know about the offloadable APN information, RAN should be able to obtain offloadable APN information from somewhere e.g. O&M server.
If RAN have the offloadable APN information, and provides it to the UE, UE can send the binding update message including the offloadable APN information according to the RAN policy (for solution 2) or command (for solution 3).

This scenario does not require for the UE to have a complicated functionality to translate between bearers to IP flows, so it might have the least impacts in the UE side. However, still it should be clarified how the offloadable APN information can be preconfigured in the RAN.
Observation 7: The UE impact would be minimized if we consider the case that MAPCON is utilized and RAN provides the offloadable APN information, but it should be clarified how RAN can obtain/be configured the offloadable APN information.
2.5 Summary of CN impacts
In this contribution, we tried to list the possible CN impacts of RAN solutions by considering possible CN interworking solutions. Table 1 shows summary of CN impacts of each RAN solution, which tells that each solution has CN impacts.
Table 1 Summary of CN impacts of RAN solutions
	CN

RAN
	Inter-system mobility
(not preferred)
	Inter-system routing

	
	
	NSWO
	MAPCON(S2a/S2b)
	IFOM (not preferred)

	Common to all RAN2 solutions
	· would result in detach from 3GPP; legacy features e.g. voice, SMS cannot be supported.
	· requires UE to be registered in 3GPP (e.g. fallback to 2G/3G or do not release bearers in LTE) for legacy services if all flows moved

	RAN2
Solution 1
(with ANDSF)
	
	· requires both ANDSF client and server
· requires updates on ANDSF MO if RAN2 considers new parameters

	RAN2
Solutions 2 and 3
(without ANDSF)
	
	· requires UE to map UL TFT -> IP flows (for NSWO/IFOM) or APN (for MAPCON) if partial flows (bearers) moved†
· requires eNB to determine which bearer is offloadable (e.g. using QCI)
if partial flows (bearers) moved‡

	
	
	
	· requires eNB to have offloadable APN information for providing it to UE
(Note: †&‡ are not required if the info is available) 
	· requires both UE and PDN-GW to implement DSMIP


In order to narrow down the scope of discussion, we also summarize the UE impacts according to the unit of offload i.e. per bearer/per PDN/all in Table 2. As described earlier, basically IFOM requires the DSMIPv6 protocol stack both in the UE and PDN-GW, and the UE should have a capability to translate UL TFT to IP flows for the binding update. Also, the translation capability also requires in NSWO if partial offload (i.e. either per bearer or per PDN) is taken into account. Hence we may conclude that per PDN steering with MAPCON would have the least impact in the UE side while supporting seamless mobility. To have PDN-level offload in RAN2 does not rule out any RAN2 solution, but might be useful to narrow down the scope of discussion in RAN2.
Proposal 3: It is proposed that RAN2 prioritizes/focuses on PDN-level offload which is based on the MAPCON in the CN for the future discussion.
Table 2 Summary of UE impacts according to the unit of offload (bearer/PDN/all)
	CN
RAN

(rules & thresholds)
	NSWO
	MAPCON(S2a/S2b)
	IFOM

	Per bearer
	[Case A]
· requires UL TFT -> IP flow mapping in UE
	[Case D]
· not possible
	[Case G]
· requires UL TFT -> IP flow mapping in UE

· requires DSMIP

	Per PDN
	[Case B] 

· requires PDN->IP flow mapping in UE
	[Case E]
· +
	[Case H]
· requires PDN -> IP flow mapping in UE
· requires DSMIP

	For all traffic
	[Case C] 

· problem with voice calls if only supported over 3GPP (VoLTE)
	[Case F]
· will result in Detach from 3GPP
	[Case I]
· requires UL TFT -> IP flow mapping in UE
· requires DSMIP


As seen above both in Table 1 and Table 2, each RAN2 solution would bring the impacts to other WGs, so it would be desirable to ask the relevant WGs to assess the feasibility of each RAN solution.
Proposal 4: It is proposed to send an LS to SA2/CT1 to identify possible CN impacts of each RAN solution for WLAN/3GPP interworking, and possibly indicate their preferences among RAN2 solutions based on the identified CN impacts.
The draft LS is provided in [4].
3. Conclusion
Observation 1: CN specifications provides either "PDN-level mobility" or "IP flow-level mobility" if UE can communicate with multiple radio access interfaces simultaneously.

Observation 2: Inter-system mobility has a problem to support the important legacy features.

Observation 3: Solution 1 requires both ANDSF server and client. Also, ANDSF MO may be updated to implement RAN-related parameters (e.g. RSRP/RSRQ/RAN offload preference).

Observation 4: Bearer to IP flow mapping requires a new complicated functionality in the UE. Also, to utilize IFOM requires new IP stacks both in the UE and PDN-GW.

Observation 5: The overall RAN and CN impacts of the RAN-based solutions would be minimized if we consider the case that all IP flows (bearers) are offloaded with NSWO, but still several CN impacts should be clarified for the important legacy services.

Observation 6: RAN should have a new capability to determine whether the bearer is offloadable, and UE should have a new capability to translate from a bearer to IP flows if we consider the case that partial bearers are offloaded with NSWO in the RAN-based solutions.

Observation 7: The UE impact would be minimized if we consider the case that MAPCON is utilized and RAN provides the offloadable APN information, but it should be clarified how RAN can obtain/be configured the offloadable APN information.

Proposal 1: It is proposed that RAN2 depriotizes/excludes the IFOM-based solution for the future discussion.
Proposal 2: It is proposed to confirm with SA2/CT1 that RAN2 would be allowed to depriotize/exclude the IFOM-based scenario for Rel-12 SI.
Proposal 3: It is proposed that RAN2 prioritizes/focuses on PDN-level offload based on the MAPCON in the CN for the future discussion.
Proposal 4: It is proposed to send an LS to SA2/CT1 to identify possible CN impacts of each RAN solution for WLAN/3GPP interworking, and possibly indicate their preferences among RAN2 solutions based on the identified CN impacts.
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� MAPCON: Multi Access PDN Connectivity


� IFOM: IP Flow Mobility


� NSWO: Non-seamless WLAN Offload


� ANDSF: Access Network Discovery and Selection Function


� MO: Management Object





