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1 Introduction

In previous meetings, the user plane architecture selection issues of small cell enhancement have been extensively discussed while no consensus was achieved. One of the controversial issues is the backhaul aspect.

At RAN2#82, RAN2 made the following agreement [1]:

=>
RAN2 agrees that the load increase due to routing via the MeNB is not negligible.
=>
For the time being we investigate solutions where data is routed via the MeNB as well as those where the data is split in the CN. 
Then at RAN2#83, the following conclusions were made [2] and LS [3] was sent to SA3 and RAN3 for further views.

=>
No consensus whether backhaul capacity needs to be taken into account when trying to achieve throughput enhancement by inter-node aggregation.
=>
No consensus whether we can assume that for inter-node resource aggregation the Xn can be assumed not to be the bottleneck.
In this contribution, we provide a typical Transport Network (TN) architecture in practical network from some operators’ perspective. Furthermore, the impacts on the backhaul aspects in small cell environment brought by this typical TN deployment are also analysed.
2 Discussion 
2.1 A typical TN deployment in some operators’ real-life networks
Figure 1 depicts some operators’ TN deployment, a 3-layer-circular PTN network. It contains three layers: access layer, aggregation layer and core layer. Access layer comprises of access nodes which are responsible for forwarding data from eNB/aggregation node to aggregation node/eNB. Access node has no function of routing data from eNB to eNB, or among access nodes. The typical capacity of access layer is e.g. 1Gbps. Aggregation layer aggregates data from access layer to core layer, as well as distributes data from core layer to access layer. Similar to access node, aggregation nodes of aggregation layer are not capable of routing data from access node to access node, or among aggregation nodes. The typical capacity of aggregation layer is e.g. 10Gbps. The core layer, which consists of routers, is in charge of routing data among aggregation nodes. The benefit of the non-existence of routing function of access node and aggregation node is that it doesn’t require much routing maintenance work. However, it doesn’t come without pay. If user data needs to be transferred from one eNB to another eNB, the user data has to be forwarded upwards to the core layer first, and then forwarded back to the access layer and to the target eNB. 
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Figure 1: a typical TN network architecture
In the following section, the impact of the above TN network architecture is analysed for both of the small cell user plane architecture options: MeNB splitting and CN splitting . 
2.2 Backhaul throughput impacts on user plane architecture selection
If inter-node resource aggregation is applied, there will be a challenging requirement on the backhaul capacity in PTN access circle. Thus, the network architecture of R12 small cell enhancement should be carefully considered.
· Additional backhaul requirement due to user data routing back and forth
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Figure 2a: MeNB split                             Figure 2b: CN split 
Figure 2: The comparison of throughput on the backhaul using MeNB split and CN split architecture.
As shown in Figure 2, the router function of U-plane data is located in L3 PTN core part. For MeNB split architecture (Figure 2a), when the SGW transmits DL data to a UE, the DL data first goes through the TN(PTN core/aggregation/access layer) to the MeNB. Then, DL data that requires splitting to the SeNB is transferred back to L3 PTN core layer for routing, which takes care of routing the data to the target SeNB. Hence, the same U-plane data for small cells are transmitted 3 times in the 3-layer PTN network. On the other hand, if the CN split architecture is applied (Figure 2b), the DL data is split at SGW, and L3 PTN core can directly forward the two parts of the data to MeNB and SeNB separately. In other words, compared to CN splitting, 2 more U-plane data for small cells is unnecessarily transmitted back and forth through the backhaul for MeNB splitting. This probably implies significant backhaul resource consumption and cost increasing.
· Backhaul upgrade
There are two options for the upgrade of backhaul. Option 1, introducing routeing function into the PTN access circle to eliminate the user data back-and-forth issue mentioned above. Let along the cost of upgrading itself, the introducing of routing function to the other two layers of the TN will, as mentioned in section 2.1, increase the operation cost due to the need to maintain the router of access nodes and aggregation nodes, which are in a considerably large number. 
Another option is to increase the backhaul capacity to an even larger amount. Generally, when operator designs the backhaul capacity, both the average and peak throughputs of the RAN are taken into consideration. That is, backhaul capacity is a function of average throughput and peak throughput. Backhaul capacity is usually about [30%] larger than the average required throughput to avoid TN congestion. Therefore, to cope with the increase of average throughput caused by triple effect of data transmission, the operator has to reserve more backhaul capacity than truly required, which means more cost.
Therefore, it needs to be carefully evaluated before being accepted by operators facing with this backhaul problem. The RAN-level split solution can be justified only when the gain over the cost has been demonstrated. Otherwise, at least the CN-level split solution should be supported in R12 small cell enhancement.
Proposal 1: The cost of additionally required backhaul upgrade or resource consumption due to user data back-and-forth transmission among nodes should be carefully evaluated. 

Proposal 2: The RAN-level split solution can be justified only when the gain over the cost has been demonstrated. Otherwise, at least the CN-level split solution should be supported in R12 small cell enhancement.

3 Conclusions
Based on the discussion, our proposals are provided as follows:
Proposal 1: The cost of additionally required backhaul upgrade or resource consumption due to user data back-and-forth transmission among nodes should be carefully evaluated. 

Proposal 2: The RAN-level split solution can be justified only when the gain over the cost has been demonstrated. Otherwise, at least the CN-level split solution should be supported in R12 small cell enhancement.
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