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1
Introduction
In the past few meetings, operators have raised issues which have been seen in the field under specific deployment scenarios. Although the problems presented in [1] and [3] occur due to different reasons, there are many similarities. In particular, from UE side, the problem looks exactly the same – i.e. the UE does not receive any response to preambles sent on RACH. In this contribution we propose a common way forward in order to address the concerns of all involved. 

2
Discussion
First of all, it is worth pointing out that the Chiba issue has been seen in UTRAN networks, and is applicable for UTRAN and E-UTRAN, however the aggressive RACH issue does not occur in UTRAN since the UE is already required to back off and restart the preamble power ramping at the initial UL power in the case that the UE reaches maximum PRACH retransmissions counter in RRC. This occurs only in EUTRAN since the UE is allowed to continue retransmitting PRACH preambles even after the maximum retransmissions counter in MAC has been reached (and as long as T300 is still running). 
Chiba issue specifics
Already in several contributions seen previously, the issue seen here is that the UE measures an artificially strong downlink signal, mainly seen where eNB/Node B are deployed close to a standing body of water. Specific examples which have been given are in the Chiba prefecture of Japan and also in the Hamburg area of Germany. As a result, the uplink RACH preamble is not received by the network, regardless of how congested the network is. The problem typically happens for stationary or slow moving UEs, since the UE will continue to camp on the wrong cell as long as it is in the same location. As has been proposed also previously, and which is the normal solution to cell reselection issues, an offset applied to the reselection calculation can resolve the problem [6] – this is clear. 
Proposal 1: Chiba issue is addressed in UTRAN and EUTRAN by applying an offset in dB to the current/failed cell in cell selection/reselection criteria.

The question is how and when to apply the offset, and when to remove/reset it. 

The obvious trigger for both UTRAN and EUTRAN is when RRC detects connection establishment failure. In UTRAN this is when the counter V300 > N300. In EUTRAN this is upon expiry of timer T300. 

Proposal 2: The offset is applied in UTRAN and EUTRAN when UE detects connection establishment failure one or more times in RRC – number of times is configured by NW.
It has been proposed that the offset is applied for a given period of time, then removed. It has also been proposed the offset is applied until the UE detects it is moving. The problem with using a timer is that the UE will eventually return to the problematic cell, which can increase power consumption in the UE due to repeated cell reselections and RACH failures. This can also result in delays to call establishment due to wasting attempts on the wrong cell. A better solution would be to remove the offset once the UE reselects away from the second best cell – either to a 3rd cell, or to the original cell in case the cell selection/reselection criteria are met even with the offset applied.
Proposal 3: Offset is cleared upon cell reselection, either to a 3rd cell or to the original cell (using offset) for both UTRAN and EUTRAN.
Aggressive RACH specifics

As mentioned already, this issue is specific to EUTRAN. The problem appears to be due to congestion in the network and excessive UL interference caused by many UEs transmitting frequenty preambles at a high power causing the eNB to be unable to respond to all RACH attempts from multiple users. The currently proposed solution in [2] and [3] is to apply a delay between every PRACH retransmission once PREAMBLE_TRANSMISSION_COUNTER > preambleTransMax.
There are several problems with this proposal as we see it. 

1. This impacts the normal (non-congestion) case. The intention of allowing the UE to continue retransmission of PRACH preambles, while T300 is still running, is to allow the opportunity for recovery in case the issue is only temporary, for example due to fast fading affecting the RF conditions. 

2. This penalises the UE which implements the fix. Older UEs will continue to retransmit preambles in quick succession and hence are likely to obtain a response more quickly than newer UEs. 
3. The solution does not fully address the high UL interference caused by high preamble power.
4. It’s very difficult to set a suitable value for the timer, since the time it takes for the eNB to recover from this overload depends on the total number of users (i.e. the congestion severity)

5. The overhead of updating SIBs to adjust the value or switch the fix on/off according to the situation is costly in terms of time and resources.

6. The proposed solution does not take into account what happens should a RAR with backoff indicator subheader be received.

Hence, we should look for solutions which limit impact on the normal case and which allow the UE implementing the fix to gain access as soon as possible. One way is, rather than to use an arbitrary fixed delay, to use a delay of variable length. Already it is possible for the eNB to assign a backoff timer using Msg2, but in this case Msg2 is not received by the UE. However, it is possible for the UE to assign a backoff delay using the same approach as defined currently (i.e. the UE randomly picks a backoff delay using uniform distribution between 0 and the backoff parameter). The difference would be that the backoff parameter is a value signalled in system information rather than in Msg2, since Msg2 in this case has not been received. The spreading of delay allows the eNB to recovery while allowing at least some of the UE to gain access more quickly, at least some of the time – so additional access delay experienced by new UEs compared to legacy UEs is randomly distributed, and so many UE will see negligible difference, and will see a difference only some of the times. In addition, this allows the existing back off parameter implementation to be re-used and it allows NW to override any calculated backoff timer applied by the UE, using the normal BI in Msg2 (i.e. if situation starts to improve).
Proposal 4: Rather than an arbitrary fixed delay, the UE shall apply a backoff time in the same way as currently defined in 36.321, using a backoff parameter from SIB instead of Msg2 backoff parameter. If Msg2 is subsequently received, this backoff indicator shall override any backoff parameter set from system information.
The above proposal does limit the impact for the “overload” situation, however it does mean that some UEs will experience longer delay even in the normal scenario. In order to address this, it would be desirable that the UE does not apply a delay in the normal scenario, but only in the overload scenario. Since this appears to be impossible to detect at the UE side, an alternative would be to initially use a short backoff, and increase the backoff time if the problem persists. This initial short delay still allows UEs in the normal situation to attempt to recover quickly while the increasing delay allows time for the overloaded eNB to recover in case the UE continues to fail to receive a RAR. The delay can be incremented simply by doubling the backoff parameter for each retransmission, or by applying 1x, 2x, 3x for each retransmission. So the result would be that the backoff parameter is increased for each retransmission, and the UE picks a random value using uniform distribution, as it currently does for backoff commanded in Msg2. 
Proposal 5: The backoff parameter used to calculate backoff time starts off short for the first retransmission after preambleTransMax, and is increased for each subsequent retransmission after that. 
The specification may be updated for proposals 4 and 5 as follows (section 5.1.4 change is more suitable than 5.1.2 as this is the subclause which specifies what happens should RAR be received or not received):

-
if preambleTransMaxDelay is configured, and PREAMBLE_TRANSMISSION_COUNTER > preambleTransMax:

-
set the backoff parameter value in the UE to (preambleTransMaxDelay * (PREAMBLE_TRANSMISSION_COUNTER - preambleTransMax )):

Note that the subsequent procedure which checks the BI indicator will override this setting should RAR be received. Also note that for non-contention based random access, the delay should not be needed – NW should be aware of the overload situation and avoid assigning RACH preamble in the first place.
As already mentioned, as well as performing applying some backoff delay, in UMTS the uplink preamble power is also restarted from the initial value which has been shown to allow Node B to recover in cases of high load and/or interference. We propose that the UL power ramping in EUTRAN PRACH procedure also restarts from preambleInitialReceivedTargetPower when the UE reaches preambleTransMax– since the overall interference in the uplink can be reduced this way, allowing eNB to potentially respond to preambles at a lower power and allowing faster recovery. If the UL power is reduced, overall interference is reduced and this has a similar effect to applying a backoff timer, so the backoff timer itself can be set to a shorter value while providing eNB with sufficient time to recover.
Proposal 6: The preamble power should be reset to preambleInitialReceivedTargetPower when preambleTransMax is reached.

Common issues

Since both of these issues look identical to the UE (no RACH response) it is impossible for the UE to distinguish. Hence, it would make sense to provide all of the information in a single optional IE – this would reduce SIB overhead (since only 1 optionality bit is needed), simplify the signalling and hence UE and NW implementation impact (only 1 non-critical extension), and to provide the full information to the UE what to do in case of RACH failure. For UMTS, this would be an offset only, but for EUTRAN this would include an offset as well as a value used to calculate the backoff timer. In EUTRAN the IE would look something like this: 
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Proposal 7: The parameters “preambleTransMaxDelay-r11” and “reselectionOffset-r11” should be provided in the system information in a single IE to address both RACH failure scenarios.
It has been proposed that the UE should use a default hard-coded delay of 120ms if a value is not signalled by the NW for the aggressive RACH issue. It has also been proposed the UE can implement a mechanism without any NW signalling change for the Chiba issue. Since the problems may happen only in specific deployment scenarios, and the change might impact the UE performance under other deployment scenarios, then the UE should never apply a default value for these behaviours, and shall only use these behaviours if a value is indicated in system information. 

Proposal 8: The RACH failure enhancements are used by the UE only if a value is signalled by the NW. 
In addition, for both cases, it’s impossible for the network to know a UE capability since the eNB may not be receiving any RACH preamble for the UE at all, and so UE is unable to provide a capability. In general, anyway features which are applies while in idle mode do not need to be known by the network. 
Proposal 9: The RACH failure enhancements need no capability bits in UTRAN or EUTRAN.

Due to this, then it’s easy to allow the improvements to be early implementable, since the UE just needs to be able to decode the Rel-12 extension in system information. If the feature is early implementable, then there should be no need to introduce anything to a frozen release of the specification. 

However, since there is some pressure to make the feature available sooner, then the non critical extension IE could be introduced to Rel-11, for both Chiba and aggressive RACH issue since both the issues have been noticed in the field under different operator’s networks and look like the same problem to the UE.
Proposal 10: The RACH failure enhancements are introduced in Rel-11 and are early implementable from Rel-8 in both UTRAN and EUTRAN.

3
Conclusion
In this contribution we have shown how to solve the RACH failures which appear the same to the UE, but have different causes and actions, while limiting the signalling impact as well as impact to the UE and NW in the non-problematic scenarios which occur the majority of the time. 
Proposal 1: Chiba issue is addressed in UTRAN and EUTRAN by applying an offset in dB to the current/failed cell in cell selection/reselection criteria.

Proposal 2: The offset is applied in UTRAN and EUTRAN when UE detects connection establishment failure one or more times in RRC – number of times is configured by NW.
Proposal 3: Offset is cleared upon cell reselection, either to a 3rd cell or to the original cell (using offset) for both UTRAN and EUTRAN.
Proposal 4: Rather than an arbitrary fixed delay, the UE shall apply a backoff time in the same way as currently defined in 36.321, using a backoff parameter from SIB instead of Msg2 backoff parameter. If Msg2 is subsequently received, this backoff indicator shall override any backoff parameter set from system information.
Proposal 5: The backoff parameter used to calculate backoff time starts off short for the first retransmission after preambleTransMax, and is increased for each subsequent retransmission after that. 
Proposal 6: The preamble power should be reset to preambleInitialReceivedTargetPower when preambleTransMax is reached.

Proposal 7: The parameters “preambleTransMaxDelay-r11” and “reselectionOffset-r11” should be provided in the system information in a single IE to address both RACH failure scenarios.

Proposal 8: The RACH failure enhancements are used by the UE only if a value is signalled by the NW. 
Proposal 9: The RACH failure enhancements need no capability bits in UTRAN or EUTRAN.

Proposal 10: The RACH failure enhancements are introduced in Rel-11 and are early implementable from Rel-8 in both UTRAN and EUTRAN.

CRs for the above proposals are provided in [7] - [11]
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