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1
Introduction
One of the challenges being addressed by the study item on Small Cells Enhancements is throughput [36.842]. It is thought that by utilising radio resources in more than one eNB, the user throughput should increase. This contribution will explain why in today’s deployments, this may not necessarily be the case depending on the architecture considered for the user plane.
2
Bearer Split
By defining bearer split as the ability to split a bearer over multiple eNBs, the user plane architecture can be categorized into two groups [36.842]:

-
the ones supporting bearer split: 3C and 3D.

-
the ones not supporting bearer split: 1A, 2A and 2C.
In the following subclauses, the two will be compared for several SRB/DRB configurations. 
2.1
Signalling + DRB for Best Effort

The first bearer configuration we consider consists of a radio bearer for signalling (SRB) and a data radio bearer (DRB) carrying best effort (BE) traffic. 
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Figure 1: SRB + DRB for Best Effort

With only one DRB carrying best effort traffic, the data rate enhancements by allowing bearer split in the macro eNB are quite obvious. In scenario #2 and with only one DRB per UE carrying best effort traffic, inter-eNB CA can provide significant user throughput gains up to 80-90% [2]. Results show that the CA gains with bearer split in scenario #2 are most evident in low load conditions, though they can still be observed in medium-to-high load conditions too since (due to traffic variability) the probability of having only few users per cell with data to transmit is still significant in relatively high load conditions (see [3]). Another way to look at the gains provided by inter-eNB CA is to define the capacity of a system as the offered load that can be carrier while guaranteeing a 5%-ile user throughput of 5 Mbps. Results in [4] show that inter-eNB CA with non-ideal backhaul can provide capacity gains in the order of 70%. During the discussions in RAN2#83 it has been argued that the effect of TCP slow start would cause a negative impact on the performance of inter-eNB CA due to the increasing latency. In this respect it should be noted that the fact that during TCP slow start the experienced end-user throughput is more influenced by the latency than by the available physical layer bitrate is common to all simulated scenarios, i.e. also in case with no CA and with CA over ideal backhaul. Nevertheless, the potentially negative impacts of increased latency due to non-ideal backhaul with inter-eNB CA can be avoided by implementation specific scheduling decisions in the MeNB, i.e. by scheduling data via the SeNB only if the amount of buffered data in the MeNB exceeds a certain threshold value. Therefore, the results provided in [4] are still indicative of the potential gains achievable with inter-eNB CA assuming non-ideal backhaul.
2.2
SRB + DRB for VoIP

In case the UE is configured with only one radio bearer carrying VoIP traffic, there are no obvious advantages in allowing bearer split in the macro eNB. Similar considerations also apply in case of a DRB carrying other types of guaranteed bit rate (GBR) traffic (e.g. streaming). Though, if the data rate requirements of the corresponding GBR traffic are sufficiently high and the delay requirements sufficiently loose, bearer split might still be able to provide some gains with this bearer configuration. 

2.3
SRB + 2 DRBs for Best Effort and VoIP

For reasons similar to those explained in Section 2.2, the DRB carrying VoIP does not directly benefit from bearer split. Dual-connectivity in general allows offloading of the DRB carrying BE traffic to the small cell while maintaining the DRB carrying VoIP in the macro eNB. Offloading the BE bearer to the small cell by itself represent an enhancement. However, allowing bearer split between macro and small cell eNB for the BE bearer is the only way to most efficiently utilize radio resource across macro and small cell eNBs. The throughput gains achievable in this case are similar to those discussed in Section 2.1 and presented in [2] and [4].
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Figure 2: SRB + 2 DRBs for Best Effort and VoIP

2.4
SRB + 2 DRBs for e.g. FTP download and web browsing
This is a bearer configuration where different data applications (with different QoS requirements) are mapped to different DRBs. Even in this scenario (since traffic in each DRB is bursty and data bursts are uncorrelated by nature) bearer split can provide some end-user throughput enhancements when e.g. only one of the two radio bearers is being active, as it is shown in [1]. 
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Figure 4: SRB + 2 DRBs for e.g. FTP download and web browsing 
3
Realistic Deployments
Even though the possibility to configure a UE with up to 8 radio bearers with different QoS requirements have been introduced in standardization since Rel-8 of LTE, configuring a single BE radio bearer to carry all traffic originating from different data applications (email, web-browsing, streaming, always-on applications, etc.) together with another bearer to carry IMS signalling (QCI5) is today the most common approach used by network operators in LTE. Once VoIP calls become quite common, an additional bearer will be used. For instance, the statistics of an LTE operator in Asia shows that every day there are 700 Bn RRC attempts resulting in 1,227 Bn eRABs among which 3Bn are for QCI1 (VoIP). In average 1.76 eRAB per RRC connection is therefore used.
Observation: typically, only 1 or 2 eRABs are setup.
This observation together with the analysis provided in subclause 2 shows that the scenario where two bearers would constantly have data to transmit in parallel is not realistic and as a result, in order to increase throughput, there is no other choice but to support bearer split. 

4
Conclusion
The throughput challenge was discussed and it was observed that the scenario where two bearers would constantly have data to transmit in parallel is not realistic. As a result, bearer split must be supported to increase throughput.

Conclusion: without bearer split, there is no throughput increase in realistic deployments scenarios. 
Naturally, this does not mean that there are no good reasons to support the alternatives without bearer split; only that throughput increase cannot be one of them.
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