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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

In the past few years, a considerable increase in number of users as well as offered traffic per user has been experienced in HSPA networks, both in the downlink and in the uplink.

In response to this, several features have been standardized in 3GPP. These include multi-carrier HSPA, downlink and uplink CELL_FACH state enhancements, and introduction of downlink and uplink MIMO. However, much of the focus has been on improving downlink performance and further enhancements are needed for the uplink to handle increasing traffic load as well as new traffic types.
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

<defined term>: <definition>.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

ACB
Access Class Barring

CLTD
Closed-Loop Transmit Diversity

CSS
Cascading Style Sheets

DSAC
Domain Specific Access Restriction

EAB
Extend Access Class Barring

E-TFC
E-DCH Transport Format Combination

EUL
Enhanced Uplink
HTML
Hypertext Markup Language

IFHO
Inter-Frequency Handover

ILPC
Inner Loop Power Control

IPDC
IP Data Compression

IPHC
IP Header Compression

MRAB
Multi RAB

OLPC
Outer Loop Power Control

PPAC
Paging Permission with Access Control

RoT
Rise over Thermal
SD
Secondary stream ETFC Offset

SG
Serving Grant

SIMO
Single Input, Multiple Output

SINR
Signal to Interference-plus-Noise Ratio

T2P
Traffic to Pilot

TCP
Transmission Control Protocol

TBS
Transport Block Size

TEBS
Total E-DCH Buffer Status

UPH
UE Power Headroom

WiMAX
Worldwide Interoperability for Microwave Access

4
Objectives of the Further EUL Enhancements Study
The study on Further EUL Enhancements should fulfill the following objective of identifying potential technical solutions for increasing the uplink capacity, coverage and end user performance (e.g. latency, achievable rates, etc.). The improvements should address following scenarios:
-
Improvements to uplink user plane cell capacity with high number of users (high priority).

-
Improvements to uplink coverage and latency (lower priority).

Currently identified areas include:

1)
Enabling high user bitrates in a mixed-traffic scenario by means of, e.g., a more efficient method of confining high-RoT operation to dedicated secondary carriers.
2)
Rate Adaptation to support improved power and rate control for high rates.
3)
Improvements to handling of dynamic traffic on EUL, e.g. more efficient grant handling, improvements to the handling of scheduled and non-scheduled data and control transmissions during bursty traffic, etc.

4)
Improvements to EUL coverage when using single RAB as well as various multi-RAB combinations.

5)
Improvements to current access control mechanism to provide efficient approach for UTRAN in case of uplink overload.

6)
Reduce UL control channel overhead for HSPA operation.
7)
Mechanisms to perform UL data compression between the UE and the RAN

-
Evaluate compression gains and performance benefits for different types of smartphone traffic. At least UL capacity, signalling load, UE battery and latency should be considered.

-
Mechanisms to selectively enable/disable data compression when traffic is compressible/uncompressible.

8)
Low-complexity uplink load balancing solutions, e.g. a fast uplink carrier switching in Cell_DCH state, especially for configurations where the downlink is configured in multicarrier operation while the uplink is in single carrier.
5
Study Areas
5.1
Access Control

5.1.1
Background and motivation

Access Control mechanisms include Access Class Barring (Rel-99), DSAC (Rel-6), PPAC (Rel-8) and Extended Access Class Barring (Rel-11).

ACB, DSAC and PPAC rely on the separation of Access Classes 0-15 among barred and not barred. This is indicated in the SIB3, with separate bit strings for ACB, DSAC PS/CS and PPAC. Depending on what kind of barring is applied, the UE may not be allowed to send an RRC Connection Request to setup a connection to any CN domain (ACB), may not be allowed to send an RRC Connection Request or an Initial Direct Transfer to setup a signalling connection to a "barred CN domain" (DSAC), may not be allowed to setup a connection to a "barred CN domain" in order to respond to paging and/or perform a LA/RA registration (PPAC) from idle mode.

Rel-11 Extend Access Class Barring (EAB) provides an additional access class barring mechanism for UEs supporting EAB (the support can be configured in the ME or in the SIM/USIM).

Other mechanisms may be considered, which allow preventing overload of the access channel under critical conditions, spreading access attempts over a larger time frame by means for instance of back-off timers, wait times and persistence values.

In Rel-99, Access Service Class (ASC) allows to configure up to 8 Access Services Classes with different priorities. The Access Service Classes are mapped from the Access Classes (in SIB5 or SIB5bis) for idle mode or correspond to the MAC Logical Channel Priority 
in case of connected mode. The ASC together with other parameters broadcasted in the System Info will determine the persistence value used by the UE to determine whether to start the L1 PRACH transmission procedure in the present TTI or not.

Other Rel-99 methods for the access control are the back-off timer at reception of AICH NACK and the wait timer in Cell Update Confirm and RRC Connection Reject, which allows postponing Cell Update or next RRC Connection Request by 1 to 15 seconds.

In Rel-10, an extended wait time (up to 30 minutes) for UEs supporting "delay tolerant access" can be applied to the RRC Connection Reject, RRC Connection Release and Signaling Connection Release. 

A first finding that can be inferred from this brief description is that the existing methods provide fairly good mechanisms for the access control of users in idle mode. The legacy mechanisms may also be applicable, to a certain extent, to users in CELL_FACH, CELL_PCH and URA_PCH. 

5.1.2
Analysis

Editor’s Note: Table 5.1.2-1 lists the idle and connected mode scenarios and issues which were identified and agreed for analysis. For each scenario which was analyzed, the reason(s) why improved access control mechanisms are needed/not needed are listed.

Table 5.1.2-1:
Idle and connected mode scenarios/issues

	Scenarios/issue
	Decision

	SIB3 value tag
	The frequent updating of SIB3 might cause the value tag to wrap-around frequently, especially considering the short length of value tag, i.e. value 1-4 for SIB3 value tag and 1-8 for MIB value tag. It is agreed to study this scenario.

	Wait Time per CN domain
	From the network perspective, when congestion occurs, it might be desirable to delay the idle UE access to PS domain while at the same time to allow UE access to CS domain. It is agreed to study this scenario.

	Duration of wait time
	Currently the value range of wait time is at most 15 seconds, and the network may want to control some requests for a longer time. It is agreed to study this scenario.

	Idle Mode
Extended Wait Time
	As a solution, there is no issue with the Extended Wait Time. Studying the Wait Time should be sufficient.

	Idle Mode
Initial Direct Transfer
	Some UE implementations may detach from PS whenever they have completed a PS session (e.g. when closing the web browser). If these UEs have DSAC restriction for PS and PPAC, they will be able to initiate a PS attach but not a detach from idle. PPAC could be extended to the detach procedure as well.
This scenario seems to represent a corner case. A specific solution would probably not be so useful/effective in case of RAN overload.

	PCH, no seamless transition
UL data activity (Cell Update with cell update cause "uplink data transmission" and Establishment cause not included)
	In case of CELL_PCH or URA_PCH with no seamless transition, the network may want to block the uplink data activity if the network is already congested, however currently it is not possible to block the request. It is agreed to study this scenario 

	PCH, no seamless transition
URA update (only URA)
	There is not strong motivation to block this message.

	PCH, no seamless transition
Cell update (only Cell_PCH, other cell update cases than "uplink data transmission")
	There is not strong motivation to block this message.

	FACH and PCH seamless transition 
DTCH transmission
	In some scenarios, the uplink DTCH transmission may be seen as lower priority and needs to be blocked separately. It is agreed to study this scenario

	FACH and PCH seamless transition 
Cell Update
	There is not strong motivation to block this message.

	FACH and PCH seamless transition 
DCCH on SRB2
	There is not strong motivation to block this message, e.g. the reconfiguration messages are critical for state transition (both for successful or unsuccessful cases).

	FACH and PCH seamless transition 
DCCH on SRB3/4
	FFS

	CELL_DCH
DSAC/PPAC update
	The issue may lead to inefficient network congestion control or introduce additional traffic delay for CELL_DCH users. It is agreed to study this scenario

	Wait Time for URA and Cell PCH no seamless transition
	Same motivations as for Idle mode apply for the Extended Wait Time and no enhancements are required.


5.1.2.1
Idle mode
Editor’s Note:
It was agreed to address the following solution and capture the advantages/disadvantages in the TR:

-
Force the UE to re-acquire the SIB3 after state transition from CELL_DCH state or after re-entering service area, regardless of the value tag 

-
To extend the value range of wait time
-
To introduce mechanisms to differentiate the wait time on per CN domain

-
The wait time differentiation will be applicable to RRC CONNECTION REJECT, RRC Connection Release messages.  Whether this will be applicable to Signaling connection release and CELL UPDATE CONFIRM is FFS.

-
One additional solution for the "per CN domain wait time" is to differentiate based on traffic type.  

5.1.2.1.1
SIB3 value tag wrap-around issue
Currently parameters for ACB (Access Class Barring), DSAC (Domain Specific Access Restriction) and PPAC (Paging Permission with Access Control) are included in SIB3. When the network is overloaded, in order to avoid barring a specific category of UEs for a long time and guarantee the fairness between UEs, the network needs to update the SIB3 to rotate the barred ACs (Access Class) from time to time.
However, the frequent updating of SIB3 might cause the value tag to wrap-around frequently, especially considering the short length of value tag, i.e. value 1-4 for SIB3 value tag and 1-8 for MIB value tag.
Here are two use cases for SIB3 value tag wrap-around issue.

Use case 1: State transition from CELL_DCH

Before a UE enters CELL_DCH state, the UE has stored SIB3 and the corresponding value tag from the system information. When the network is overloaded, SIB3 will be updated for access control purposes. However, currently for a CELL_DCH UE, there is no way for it to acquire the latest SIB3.
As a result, after the UE enters IDLE state from CELL_DCH state, it is possible that the current value tag is identical to the previously stored value for SIB3, and then the UE may not re-acquire SIB3 even if SIB3 has been updated. As a consequence, the UE may have out of date barring information. 

Use case 2: Cell reselection

A UE in IDLE mode may perform cell reselection procedure. If the UE reselects to a cell for which the UE already has stored valid SIB3, the UE will consider the content of the stored SIB3 unchanged when the value tag of stored SIB3 is the same as the one acquired in MIB of that cell, and thus the UE will have out of date barring information.
5.1.2.1.2
Wait Time
To avoid UE accessing continuously, the network can indicate in the RRC CONNECTION REJECT message a Wait Time to block the subsequent RRC connection request(s) for a period for a UE in IDLE mode. However, currently the Wait Time is common for both PS domain and CS domain. If the UE is first rejected due to a PS access request, the corresponding Wait Time will also prevent UE triggering a CS call request.
In case of network congestion scenarios, the network may want to restrict the UE accessing the PS domain and allow UE accessing the CS domain.
5.1.2.2
Connected mode

5.1.2.2.1
SIB3 value tag wrap-around issue
The issue described here is similar to the issue described in 5.1.2.1.1. Three use cases for SIB3 value tag wrap-around issue are identified.
Use case 1: State transition from CELL_DCH

Use case 2: Cell reselection

Regarding the above two use cases, similar considerations as for IDLE mode apply to Connected mode.
Use case 3: Re-entering service area

Currently if the UE is "out of service area", it will perform cell selection procedure in order to find a suitable cell. When a suitable cell is found, the UE considers it as having detected "in service area" and the UE will camp on that cell.
If the UE already has stored a valid SIB3 for the cell, the UE will not update SIB3 if the stored value tag is the same as the value tag for SIB3 from MIB, even though SIB3 may have been updated.
5.1.2.2.2
CELL_PCH/URA_PCH state without seamless transition

5.1.2.2.2.1

Control of UL data activity
In case of URA_PCH or CELL_PCH state without seamless transition to CELL_FACH state, if the UE has PS data to transmit it will send a Cell Update. The network can only control these requests by sending Cell Update Confirm message with a wait time which will consume some radio resources for the unnecessary cell update signalling and will also block CS call attempts.
5.1.2.2.3
CELL_FACH state and CELL_PCH state with seamless transition

Editor’s Note:  it was agreed:

-
There is no motivation to do per CN domain MAC level access class control in CELL_FACH.
-
The following scenarios were agreed be studied:

-
DTCH transmission in CELL_FACH and CELL_PCH seamless transition

-
FACH and PCH seamless transition – DCCH on SRB3/4 (FFS)
-
Access control based on traffic type is one potential solution to control the access of DTCH data in CELL_FACH and CELL_PCH with seamless transition.  It is FFS if the solution can also be applicable for the MAC back-off timer.

5.1.2.2.3.1

Control of DTCH transmission in CELL_FACH and CELL_PCH seamless transition
Currently for CELL_PCH state with seamless transition, a UE may autonomously move to CELL_FACH state and start UL transmission. A UE in CELL_FACH state may perform uplink DTCH transmission. It is not possible for the network to control these requests.
5.1.2.2.4
CELL_DCH state

5.1.2.2.4.1

DSAC update issue in CELL_DCH state
Currently the DSAC information is only sent in SIB3, so a UE in CELL_DCH state cannot determine if the DSAC information has been changed. Here are two basic scenarios for this issue.

Scenario 1: Network load status changes without UE mobility behaviour:

As shown in figure 5.1.2.2-1, at T1, the UE is informed via DSAC that its Access Class is barred for PS. Later, a CS call is established and the UE is switched to CELL_DCH state.

At T2, the network congestion for PS domain is relieved and SIB3 is updated in order to allow all the UE’s accessing on PS domain (i.e. PS becomes unbarred in DSAC information). However, the UE in CELL_DCH state does not re-acquire the updated SIB3, and thus it is not able to send an Initial Direct Transfer for PS. At T3, the UE is switched to a state other than CELL_DCH state, it re-acquires SIB3 and update the DSAC info. PS becomes now unbarred. The PS traffic in this case is delayed for a duration equal to T3 minus T2.
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Figure 5.1.2.2-1: DSAC update issue in CELL_DCH (1)
In addition, if the network status changes from "Not Congestion" to "Congestion" (see figure 5.1.2.2-2), users with out-of-date DSAC information will generate more IDT’s than expected, worsening the network congestion.
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Figure 5.1.2.2-2: DSAC update issue in CELL_DCH (2)
Similar considerations may apply for the PPAC update in CELL_DCH state
Scenario 2: Network load status changes with UE mobility behaviour:
Similar issues may also happen if a UE has performed mobility procedures to a new cell, e.g. a cell change from other cells/Node Bs/RNCs, inter-RAT handover from E-UTRAN to UTRAN or from GSM to UTRAN. In these cases, the UE may have no DSAC information of the target cell, or the stored DSAC information for the target cell is out-of-date.
Similar considerations may apply for the PPAC update in CELL_DCH state.
5.1.3
Solutions

Editor’s Note:
A detailed description of each solution/enhancement should be captured here.

5.1.3.1
SIB3 reading
Regarding the scenarios described in 5.1.2.1.1 and 5.1.2.2.1, a possible improvement is to force the UE to re-acquire the SIB3 after state transition from CELL_DCH state, or after re-entering service area, or cell reselection procedure, regardless of the value tag. The solution does not have impacts on ASN.1.

Regarding the solution, considering that the congestion time may be short from a system point of view, to always force the UE to re-acquire SIB3 may lead to additional UE power consumption. It could be further studied how the feature is controlled /activated (e.g. network indicator and examples of how it can be done). The feature may also have an impact on latency.
5.1.3.2
Wait Time enhancements
Regarding the scenario described in 5.1.2.1.2, the introduction of mechanisms to differentiate the wait time per CN domain is a possible approach to enhance the Wait Time. The network can control the UE requests by configuring PS Wait Time without impacting CS calls (and vice versa). The enhancement of "Per CN Domain Wait Time" could be introduced in RRC CONNECTION REJECT message and RRC CONNECTION RELEASE message.
In addition, a possible improvement is to consider extending the value range of wait time.

Editor’s Note:
It is FFS for the solution if the "per CN domain wait time" is to differentiate based on traffic type.
5.1.3.3
Control of DTCH transmission based on traffic type
Editor’s Note:
It was agreed that for access control in non-DCH state for UL transmissions we have x solutions:





- Solution 1: Access control mechanisms based per network configured UE priorities





- Solution 2: Access control mechanisms based per network configured radio bearer 







priorities (a radio bearer can be a SRB if needed or DRB)





- Solution 3: Access control mechanisms based on a combination of UE and radio bearer





The solutions can be used for DCCH if needed.
5.1.3.4
DSAC update in CELL_DCH
Regarding the scenario described in 5.1.2.2.4.1, a possible improvement is that the network could send the DSAC information to a UE in CELL_DCH state, e.g. the UTRAN Mobility Information message could be extended by including DSAC information.

Similar improvements may be considered for PPAC update in CELL_DCH state.
5.1.3.6
MAC back-off timer based on traffic type
It is FFS if the solution described in 5.1.3.3 can also be applicable for the MAC back-off timer.
5.1.4
Conclusions

Editor’s Note:
Overall conclusions for the identified solutions should be captured here.

5.2
UL data compression

5.2.1
Background and motivation

HTTP [1] is the protocol used for retrieving webpages. A visit to a webpage typically consists of the web browser sending multiple, tens of HTTP GET/POST requests. Each GET request is made to obtain an object such as an HTML document, image, video, javascript or CSS file. These objects constitute various aspects of the website, and are processed by the browser to display the final webpage.

The following is a GET request made during a visit to www.amazon.com:

GET / HTTP/1.1

Host: www.amazon.com
User-Agent: Mozilla/5.0 (Windows NT 6.1; WOW64; rv:17.0) Gecko/20100101 Firefox/17.0

Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8

Accept-Language: en-US,en;q=0.5

Accept-Encoding: gzip, deflate

Connection: keep-alive

Cookie: x-wl-uid=1nm5D3WRA2mfidzfIEB+fgNN3svOpy/jEBIHq+h8CEk1kt1Cc2DgpNSAnsFxLQwL5hgfY+3MipSY=; session-id-time=2082787201l; session-id=184-2472291-4052047; csm-hit=535.90|; ubid-main=183-3799177-9039917; session-token=N9MiwGi+ROWIfFDs0xTrsA51G5cgeauxP0guon1LbsyU6THBQWb7XrrnNAR9wH6whoEYhZHJq5wRt8CTvuMl+eyIEVmpA3heAV8ijMKMW2mn7S29jSZhknM9/iOsuq0AH1FO63UFXvvbDEf9n6z1taIQ9lNHwpkbaKwWmwTx20hF68aX7ac/qYxHVzWfbMloQx0S1lfHKqVpIqAdZX6eX5MsbEp8haGEfK+FI5p6EczKicv1iYtf9PRTcLdDd4QO8ZWmzp+sudM=

Cache-Control: max-age=0
This GET is requesting the main HTML document for www.amazon.com. The request consists of various HTTP headers such as Host, User-Agent, Accept, Accept-Language, Cookie and others. Some of these HTTP headers, such as User-Agent, Accept-Language and Accept-Encoding would not change over time; and hence carry the same value in subsequent GET requests. The Cookie header, which is often the longest, is used by servers to identify the user over time and hence it is not uncommon for it to appear with the same value across several GET requests. The Host header identifies the location from which an object is requested, and this may also stay the same across GET requests for sites that host all or a majority of objects in one place.
It is expected that when comparing the stream of GET requests made in the course of downloading a webpage, there is significant redundancy across the GET packets. There are several other HTTP request methods, such as PUT and HEAD which also exhibit a similar behaviour since they follow the same format for HTTP headers.
By performing UL data compression, the number of bits needed to be sent over the air in order to convey the same amount of information is reduced. This results in a more efficient use of cellular resources by either increasing the application data rate or reducing the Rise-over-Thermal for the system.
Another possible advantage of compression is that it may enable more of the packets to be transmitted in the Cell FACH state, since the traffic volume threshold for transition to Cell DCH will be exceeded less often. The system benefits of this are reduced time holding dedicated resources in Cell DCH state resulting in reduced Rise-over-Thermal and reduced signalling load due to fewer RRC state transitions. User benefit of this is increased battery lifetime due to less time spent in the power demanding DCH state.

5.2.2
Analysis
Current mechanisms for compression include the header compression algorithms IPHC and RoHC. These algorithms operate on the TCP, UDP, IP headers of data packets. The payload of these data packets is left untouched by these algorithms; hence they cannot be used for compressing the HTTP requests.

IPHC [4] and RoHC [5] are well-studied mechanisms used to compress the TCP/IP headers of data packets. Generally, header compression may provide a compression factor of 5x (i.e. TCP/IP header is reduced by a factor of 5).

Table 2 shows the compression performance of header compression (assuming a 5X compression of the TCP/IP headers) on tcpdump logs collected for mobile devices within a corporate network during lunch time. It was ensured that only traffic going to and coming from the internet was collected. The logs consist of 30 minutes of TCP/IP packets collected from 813 devices.
	Table 5.2.2-1:
Compression statistic computed over entire IP packets on the uplinkScenario
	Factor Reduction in Data Transmission for UL 
(Avg_UL_packet_size_original/ Avg_UL_packet_size_compressed)

	Header Compression
	1.9


5.2.3
Solutions

5.2.3.1
RAN-level compression

Figure 5.2.3.1-1 shows the architecture for a RAN-level compression solution. The transmission entity compresses a SDU received from upper layers (e.g. IP) to create a PDU. The receiver entity performs the reverse function to re-create the original SDU from the PDU it has received.
Here, compression is performed only on the payload of the TCP, UDP, IPv4/v6 packets. Hence, the compression and decompression layers need to parse the TCP, UDP and IPv4/v6 headers to identify the start and end of the payload.
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Figure 5.2.3.1-1: Architecture

5.2.3.1.1
Bytes to be (de-)compressed by RAN-level compression
There are well defined standards that perform the function of compressing UDP/TCP/IPv4/IPv6 headers. Hence, the approach taken is to extract the payload part of the data packet and to perform data compression on it alone. The various cases are illustrated below.

TCP/UDP-over-IP packet: The payload of the TCP/UDP packet is compressed/de-compressed. 
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Non-TCP/UDP-over-IP packet: The payload of the IP packet is compressed/de-compressed.
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Non-IP packet: These packets are not processed. i.e., they pass through compression without any modifications.

5.2.3.1.2
Operations on TCP, UDP and IP headers

The RAN-level compression transmitting and receiving entities may change the payload of IP, TCP and UDP packets. This could cause the length and checksum fields in these headers to be incorrect, and hence they need to be updated. 

5.2.3.1.3
Details of RAN-level compression methods
5.2.3.1.3.1
Existing compression methods

Gzip is a popular tool used for compressing data. The format of the file generated by Gzip is provided in [15]. It, in turn, uses the DEFLATE compressed data format specified in [14]. The DEFLATE data format supports compression of data by two mechanisms. One mechanism, which can be thought of as pattern-matching, is by identifying repeated string of bytes in data and replacing such occurrences with pointers to previous instances. The other mechanism is entropy coding of symbols using Huffman algorithm. It is worth noting that the DEFLATE format limits the pattern-match, to point to instances at most 32K bytes in the past and match length to be of at most 258 bytes. When applied to data packets, the algorithm faces the limitation that the pattern-match pointers can only point to instances within the packet. Due to this it fails to make use of redundancy across packets.

5.2.3.1.3.2
IPDC
In this section we describe the details of one particular instantiation of a RAN-level compression algorithm, namely IPDC.

The proposed algorithm is similar to Gzip and DEFLATE [14]. It uses the key ideas of pattern-matching (LZ77 algorithm) and entropy coding (Huffman). The main difference when compared to Gzip/DEFLATE is that the algorithm maintains a fixed amount of memory at the compressor and de-compressor so that it may keep track of the contents of past data packets. This memory enables the pattern-matching algorithm to reference instances of repeat bytes across packets.
IPDC Tx Entity

This section describes how the transmission entity compresses the input bytes.
As the Tx Entity reads the input bytes, it tries to locate strings of bytes that have already occurred at a previous location in the input, or at some location in memory. If no match is found, bytes are written to an Intermediate_Code_Representation array as literal codes, (i.e. decimal value of the bytes is captured). If a match is found, a length code and distance code are inserted in the Intermediate_Code_Representation. Tables provided in section 3.2.5 of [14] are used to determine the codes to be inserted for a particular length value and distance value. 

Note that since the literal codes span 0 to 255, and length codes span 257 to 285, they can be thought of as representing one code space. Since the distance code occurs only after a length code, the distance codes can be considered as representing another independent code space. Next, dynamic Huffman encoding is performed on each of these code spaces (i.e. the literal+length space, and the distance space). The encoding provides the bitstrings to be used to represent each code in each of the two code spaces. Using this, Intermediate_Code_Representation is converted to Intermediate_Bitstring_Representation. Note that since several length values were represented by a single code and similarly several distance values were represented by a single code, extra bits (as captured in the tables provided in section 3.2.5 of [14]) are inserted to identify which value is actually intended.

Finally, the Huffman tree is encoded as described in section 3.2.7 of [14] to obtain an Encoded_Huffman_Tree. The final output consists of a concatenation of the Encoded_Huffman_Tree and the Intermediate_Bitstring_Representation.

The uncompressed version of the input bytes is pushed into the memory in FIFO fashion. This is done so that the data from the latest packet that is processed, is captured in memory.
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Figure 5.2.3.1.3.2-1: IPDC Tx Entity compression operation. After compression, a copy of the input bytes is pushed into memory in FIFO fashion
Example: Tx Entity Compression Operation

Figure 5.2.3.1.3.2-3 shows the intermediate steps in the compression operation using input bytes set to ‘0102030A0B0C0D’ in hex, and initial memory set to ‘0A0B0C0D’ in hex. As shown in Figure 5.2.3.1.3.2-2, since the string ‘0A0B0C0D’ is available in memory, it can be replaced by a length, distance value of 4, 7. The length value of 4 maps to a code of 258. The distance value of 7 maps to a code of 5 and carries an extra bit ‘0’. Hence, in the Intermediate_code_representation, we have the following codes 1) length+literal: 1, 2, 3, 258 and 2) distance: 5. Separate Huffman trees are generated for these code spaces (as shown in Figure 5.2.3.1.3.2-3). The Intermediate_bitstring_representation is derived using the Intermediate_code_representation and the Huffman trees generated. The Huffman tree is encoded as described in section 3.2.7 of [14] to obtain Encoded_Huffman_Tree. The final output consists of a concatenation of the Encoded_Huffman_Tree and the Intermediate_Bitstring_Representation
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Figure 5.2.3.1.3.2-2: Referencing matching string
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Figure 5.2.3.1.3.2-3: Example compression operation

IPDC Rx Entity

In this section, we describe how the receiving entity decompresses the input bytes.

The input is parsed to obtain the Encoded_Huffman_Tree and the Intermediate_Bitstring_Representation. The Huffman tree is obtained by decoding the Encoded_Huffman_Tree, and is used to convert the Intermediate_Bitstring_Representation in to Intermediate_Code_Representation. The Intermediate_Code_Representation is parsed to provide an output byte stream in the following way: If the code represents a literal byte (i.e. the code is in the range of 0 to 255), the byte is output as is. If the code encountered represents a length code, the subsequent code is parsed as well since it represents the corresponding distance code. The length and distance value obtained is used to identify the string of bytes which need to be copied over. Depending on the distance value, they may refer to a previous location in the output stream, or to a location in memory. 

The final output, which represents uncompressed data, is pushed into the memory in FIFO fashion. This is done so that the data from the latest packet that is processed, is captured in memory.
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Figure 5.2.3.1.3.2-4: IPDC Rx Entity decompression operation. After decompression, a copy of the final output bytes is pushed into the memory in FIFO fashion
5.2.3.2
Evaluation of solution

5.2.4
Conclusions

Editor’s Note:
Overall conclusions for the identified solutions should be captured here.

5.3
Improvements to EUL coverage

5.3.1
Background and motivation

In current 3G networks, there is still a substantial amount of large macro cells where supporting 2ms in the entire cell may be a challenge. In such environments, it may be necessary to fall back to the 10ms TTI when a user approaches the cell boundary. The switch to the 10ms TTI, however, should be made as late as possible in order to retain the advantage of the 2ms TTI and to avoid back-and-forth reconfigurations.

An efficient 2ms to 10msTTI switch is directly related to the accuracy of the coverage measurement and to the speed and robustness of the switching procedure. In case of non-optimal measurement triggers and slow switching procedures, some conservative safety margins have to be taken into account (e.g. long activation time for the switching procedure, leading to an early switch), resulting in further loss of 2ms coverage.
5.3.2
Analysis

5.3.2.1
Improvements to UPH measurements

The switch from 2ms to 10ms TTI is typically triggered by UL coverage measurements. Common methods for measuring the UL coverage are based on Measurement Report event 6A or 6D and UPH.

Event 6A and 6D, when configured, are triggered respectively when the UE Tx power becomes larger than an absolute threshold and when the UE Tx power reaches its maximum value. As for other measurements configured by L3, event 6A and 6D have the advantage of making use of filtering, hysteresis, time-to-trigger etc. which improve stability and avoid fluctuations of the measurements.

On the other hand the tuning of these measurements may be challenging due to the necessity of avoiding  too early triggers (i.e. when the UE is still under a good 2ms TTI coverage) or too late triggers (i.e. the UE has already lost the 2ms TTI coverage and the measurement report cannot be received by the network).

An example of an event triggered too early is when UE Tx power increase is due to a high rate transmission when the UE is still under a good 2ms TTI coverage. An example of an event triggered too late is when the UE is moving out of 2ms TTI coverage when not transmitting data and the UL DPCCH power is still below the reporting threshold. When eventually the DPCCH power triggers the event, the UE will not have enough power to transmit the Measurement Report. 

The UPH, UE power headroom, indicates the ratio of the maximum UE transmission power and the DPCCH code power, averaged over a 100 ms period. The UPH is sent as part of the MAC Scheduling Information. Compared to the event 6A and 6D, UPH provides a better coverage indication since it is based not only on the maximum UE Tx power but also on the UL DPCCH power. However this measurement does not make use of filtering, time to trigger and hysteresis, hence it is subject to fluctuation. In addition, existing UPH measurements as defined in 25.215 and 25.133 (e.g. the measurement period and accuracy) are not considered optimal for the network to make a TTI switching decision.

One more issue is that the UPH does not have its own triggers but it is sent only when the SI is triggered. Even though the SI can be configured periodically, in CELL_DCH state it cannot be sent if the TEBS (Total E DCH Buffer Status) is equal to zero, i.e. it cannot be sent if there is no data to send.
5.3.2.2
Reconfiguration enhancements

The switching procedure needs to be synchronized in order for the UE and the network to know exactly when the switch takes place. As a synchronized procedure, there is some risk associated with each execution, especially in situations where coverage may be an issue. Furthermore, the activation time is usually set rather conservatively to guard against occasional loss of the reconfiguration message or its acknowledgement. The consequence of an activation time not sufficiently long might be that the Node B and the UE do not switch at the same time, remaining misaligned for one or more CFN cycles.

Figure 5.3.2.1-1 gives an example of misalignment of E-DCH TTI lengths in the UE and in the network in case of retransmissions of the reconfiguration message.
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Figure 5.3.2.1-1:
Example of misalignment of E-DCH TTI lengths in the UE and in the network
The network sends a reconfiguration message with an activation CFN taking into account at most one retransmission. Both the transmission and the first retransmission of the reconfiguration message are not received by the UE, whereas the Node B has correctly received the reconfiguration order (including the activation CFN). At activation time, the Node B switches to 10ms TTI, whereas the UE still has not received the reconfiguration message and continues operating at 2ms TTI for one more CFN cycle. Data transmitted in the meanwhile will be lost. If SRB2/SRB3/SRB4 are transmitted, the loss of the data will lead to an RLC unrecoverable error.

The case outlined herein describes some limitations related to the switching procedure, resulting in substantial loss of 2ms TTI coverage. Improvements aimed at reducing the switching procedure lead time and at increasing the procedure robustness would on the other hand allow gaining 2ms TTI coverage.

5.3.2.3
Initial TTI selection

Currently, the UE may include Measured results on RACH in uplink RRC messages if the network indicates to do so in SIBs, and either RSCP or Ec/No of the serving cell is allowed to be included (but not both). Ec/No is critical for the RNC in order for initial parameter configuration or admission control, and RSCP can reflect UE’s position or the coverage area, for example, the coverage of 2ms E-DCH TTI or 10ms E-DCH TTI. Both RSCP and Ec/No may be needed for admission control and initial TTI selection.

5.3.3
Solutions

5.3.3.1
UPH measurements

As described above, UPH measurements do not rely on any filtering, apart from being averaged over a fixed 100 ms period. A possible improvement would be introducing additional and configurable (via RRC signaling) measurement windows or filter conditions, as for current L3 measurements. Similarly, other L3 mechanisms, such as triggering thresholds, hysteresis margins, time-to-trigger, number of repetitions after trigger etc. may be introduced.
Regarding the signalling aspect, the UPH measurements may be sent to the network via the MAC protocol, using an 18-bit PDU having the same format as the SI. It should be possible to distinguish the filtered UPH report from the legacy UPH. It is FFS whether the UPH can also be sent using a RRC message.
5.3.3.2
E-DCH TTI switching
The speed and robustness of the switching procedure may be improved by introducing a lower layer (MAC or L1) synchronized reconfiguration with dynamic activation time determination between UE and Node B allowing the network not to determine beforehand the activation time (i.e. the activation time would be "now"), but guaranteeing at the same time that both Node B and UE are synchronized. The fast TTI switching mechanisms may rely on the network pre-configuration in the UE of 2ms and 10ms TTI, and the Node Bs sending the final switching order via HS-SCCH order.
Either the Node B or the RNC takes the decision for TTI switching.
Figure 5.3.3.2-1 below shows an example of a 2ms to 10ms Node B-initiated switching procedure (where the TTI switch decision is taken by the serving Node B) relying on MAC UPH reports and 10ms TTI pre-configuration. 

The UE sends an 18-bit UPH report to the Node B when the triggering criteria are met. Optionally the Node B informs the RNC about the triggering criteria being met and the RNC responds with a "proceed" message. The serving Node B initiates a synchronized reconfiguration with the UE to order the switch to a 10ms TTI. The synchronized reconfiguration may be achieved by using a HS-SCCH order followed by a L1 ACK (not shown in the figure). [FFS: If the reconfiguration fails, the UE will re-transmit the UPH report according to a configurable repetition pattern]. Both UE and the network will switch to 10ms TTI a predefined number of TTIs after the completion of the synchronized reconfiguration. 
Editor’s note:
Layer 1 or Layer 2 indication from UE to serving and non-serving Node Bs is a possible alternative in order to guarantee the alignment among serving and non-serving Node B’s. Alternatively, the serving Node B will inform the RNC of the TTI length update and the RNC will forward the information to all the Node B’s in order to guarantee the alignment among serving and non-serving Node B’s.
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Figure 5.3.3.2-1:
Node B-initiated E-DCH TTI switching procedure
In case the RNC takes the decision, the Node B may inform the RNC about the triggering criteria being met and the RNC responds with a "proceed" message.
5.3.3.3
Initial TTI selection enhancements

The UE is allowed to report both Ec/No and RSCP to the network via RRC signalling during RRC Connection establishment procedure. In addition, the network is able to configure the measurement behaviour in system information. In this case, the network will have accurate information in order to make decision on initial E-DCH TTI selection for the UE.
In Rel-11 Further Enhancements to CELL_FACH feature, the selected common E-DCH TTI type can be used for initial TTI configuration only if TTI concurrent feature is supported.
5.3.4
Conclusions

Editor’s Note:
Overall conclusions for the identified solutions should be captured here.
-
For Layer 1 or Layer 2 indication from UE to serving and non-serving Node B’s in order to guarantee the alignment among Node B’s, we will capture the concern on the need for all Node B’s to reliably decode the layer 1/2 signalling.
-
We will add a short comparison/evaluation between 
Node B and RNC controlled TTI switch

5.4
Enabling high bit rates
5.4.1
Background and motivation

In a WCDMA system all users share the same uplink radio resources and can access the system at the same time. The separation of different users is achieved by using different scrambling codes. Due to the non-orthogonality of the codes, significant interference is still experienced. The interference increases with the increase of the transmitted bitrates. High bitrates introduce high interference to other users, and those users must increase their transmit power to overcome the interference and maintain their required signal to interference ratio at the receiver, affecting the cell both in terms of capacity and coverage. As a consequence the high bitrates supported by the 3GPP specifications are not sufficiently used in real network and mixed traffic environments. 

It is well known that the most efficient way for a very high bitrate user to transmit in the uplink in a cell is when that user is alone, and can both achieve the required high signal to interference ratio, and avoid affecting other users in the cell. To enable ubiquitous high bitrate operation in a real-network environment, it makes sense to consider ways to isolate high-bitrates transmissions from users that are vulnerable to the high interference created and vice versa.

A natural way to accomplish this within the current WCDMA technology is to make use of a dedicated carrier, e.g. having a first "regular" carrier providing the basic services and a second carrier dedicated exclusively to high-bitrate transmissions. 

One method of implementing this idea is to make use of the Inter-Frequency Handover (IFHO) procedure. Users are admitted on the regular carrier where user bitrates are limited to a certain maximum value. When there is a need for higher rates, the UE is reconfigured to a dedicated high-bitrate carrier using the IFHO procedure. When the need for high rates disappears, the UE is reconfigured back to a "regular" carrier.

This procedure has some major drawbacks when we consider real bursty network traffic, in that it entails continuous re-allocation of system resources and increased RRC signalling (with associated delays). Furthermore the method doesn’t seem to be efficient in case of MRAB (e.g. in case a speech call is initiated while the UE is configured on a dedicated carrier)

An improved method is to make use of the Rel-9 DC-HSUPA feature. A UE can transmit simultaneously on two carriers, a primary carrier and a secondary carrier. The traffic can be split among the two carriers based on the respective serving grants. The primary carrier can be configured as a regular carrier and the secondary as dedicated high-bitrate carrier where only one user is allowed to transmit at a time. When there is no high-bitrate need, the UE is scheduled to transmit data only on the primary carrier. When there is the need, the UE can be scheduled to transmit on the secondary carrier in addition to the primary carrier or on the secondary carrier only, and subject to the availability of the secondary carrier.

This DC-HSUPA method is an obvious improvement for real bursty traffic compared to the IFHO method above. However it still has a number of drawbacks. For example it requires continuous activation and de-activation of the secondary carrier, with evident costs in terms of delays. As an alternative, maintaining the secondary uplink carrier active would imply frequent transmission of the UL DPCCH with increased interference and UE power consumption.

In order to overcome the issues described above, an approach is proposed based on a cost efficient clean carrier concept, i.e., a "Lean Carrier" approach that addresses the following:
1.
Signalling and delays 

2.
Battery consumption for the UE 

3.
Impact of uplink interference on DPCCH of inactive users

4.
Impact of DPCCH of inactive users on network capacity

On top of these high level goals, the Lean Carrier operations have to allow the co-existence of legacy users and Rel-12 users.
5.4.2
CPC and power control

5.4.2.1
Analysis
A Lean carrier capable UE may transmit on a primary and a secondary carrier simultaneously. The primary carrier may be configured to a regular carrier (with low to medium RoT) and is responsible for the UE's normal operations such as maintaining radio-link quality, maintaining mobility, transmitting RRC signaling and user data at a moderately low rate. The secondary carrier may be configured to a Lean Carrier, a carrier similar to a Rel-9 DC-HSUPA secondary carrier, which is better capable of efficient high bitrate/high RoT transmissions for multiple users. The Lean carrier is preferably used as a dedicated high bitrate data carrier.
For more efficient utilization of the Lean carrier it is desired that UEs can transmit on the Lean carrier with very low latency. One way of minimizing latency is to avoid delays involved with activating and deactivating UEs on the secondary carrier. UEs on the Lean carrier are therefore always activated, even for longer periods when data is not transmitted. UEs which are active on a regular Rel-9 DC-HSUPA secondary carrier, but not transmitting any data, will at least transmit periodic DPCCH bursts. Transmitting DPCCH bursts for channel sounding when no data is transmitted works well as long as the interference environment for a UE remains fairly stable in time. However this is not the case in an environment with bursty high data rate smartphone users. In these typical scenarios the interference can change quickly within a very short time. For the UE that is granted to transmit on the Lean carrier, the intra-cell interference it experiences is rather low. For the UEs that are not transmitting, the experienced interference can be extremely high when there is another high data rate UE transmitting on the carrier. This extreme environment has serious implications on transmitting DPCCH bursts while other high data rate transmissions are on-going, for example:

· Increased DPCCH cost
A high SIR is needed for high data rate transmission. Since the UE keeps the same SIR target when it is not transmitting, the cost of stand-alone DPCCH transmission is rather expensive.

· Inaccurate power for initial transmissions
Due to the high interference on the Lean carrier, potential stand-alone DPCCHs of UEs not transmitting data needs to have a fairly high power to maintain the required SIR. When it is a user's turn to transmit, the high interference disappears and the SIR can easily jump up. The highly increased UE transmission power may decrease the maximum bitrate as the UE can easily become power limited. On the other hand, if there has not been any data transmission on the Lean carrier, the UE would have lowered the DPCCH SIR due to stand-alone DPCCH transmission and the DPCCH power may be too low when the UE starts transmitting data.

· Difficulty in following fading
Due to the large difference in interference when there is or is not data activity on the Lean carrier, there is a severe risk that inner-loop power control may react to the scheduling rather than the actual variation in channel fading if stand-alone DPCCHs are transmitted.

· Too low DPCCH power after data transmissions
The problems with the difference in required DPCCH SIR between a UE transmitting and a UE not transmitting data can become even more severe in some situations, for example when the UE finishes its Lean carrier transmission at the top of the fading pattern and the channel starts deteriorating. 

5.4.2.2
Solutions

There are several potential options to enhance power control and reduce DPCCH overhead.
Option 1: Control DPCCH SNR instead of SINR

This method can be seen a NodeB implementation method. Instead of SINR target, NodeB controls a SNR target for uplink Inner Loop Power Control. In this way, DPCCH power will not vary too much with the change of interference conditions.

Option 2: Disable the transmission of uplink DPCCH when no uplink data transmission occurs. That is, no DPCCH burst are transmitted between the uplink transmissions

Due to typical bursty high data rate traffic expected on a Lean carrier the power setting for the uplink channels is crucial for initial transmissions, regardless if DPCCH bursts are transmitted or not as explained in the analysis section. For power control purpose the following two scenarios can be distinguished:

1.
The time between two transmissions on the Lean carrier is large
This is similar to the Rel-9 DC-HSUPA situation when the secondary carrier has been deactivated and activation is needed before data can be transmitted. There, the initial DPCCH power for the secondary carrier is determined from that of the primary carrier plus a configurable offset to account for the difference in fast fading between the two carriers. A similar approach can be used for the Lean carrier: 


PDPCCH,2 = PDPCCH,1 + Large_Gap_Margin,

where PDPCCH,1 and PDPCCH,2 are the DPCCH power of the primary and secondary carriers. 

2.
The time between two transmissions is relatively short
For example on the order of a typical CPC DTX cycle. In an environment without bursty high data rate traffic the DPCCH bursts, postambles and preambles can often handle the fast fading. In bursty high data rate traffic scenario this is not the case. To account for the possible need to increase the power after a transmission gap on a Lean carrier, an extra "small gap" margin can be added to the DPCCH power, instead of tracking the channel, when transmissions are recovered. This margin may be fixed or dependent on the size of the gap.

Option 3: DPCCH is only transmitted with E-DCH or as preamble during several TTIs/slots before E-DCH transmission. DPCCH is not transmitted periodically when there is no E-DCH transmitted as in CPC case.

DPCCH preamble is expected to benefit path search, power control and setting of uplink grant. After preamble stage, path search performance is expected to be reliable, DPCCH power is expected to be controlled at an appropriate value and uplink grant sent by NodeB is expected to be efficient. How to set the length of DPCCH preamble may need further study.

5.4.3
Grant handling

5.4.3.1
Analysis
The motivation for introducing a time limited grant channel is to avoid the drawbacks with operating a bursty high data rate traffic using legacy E-AGCH channel. The main drawbacks are:
· The need for signalling two E-AGCH’s, one for starting and one for stopping data transmissions.

· Serious consequences for missed detection of the terminating grant.

-
Flexibility, e.g. ability to operate without TTI gaps between users.

5.4.3.2
Solutions

To avoid the drawbacks with the legacy Absolute Grant a new grant channel, for enabling grant handling with time limited grants, is proposed to be introduced for the Lean carrier concept. The new grant channel may have the same coding and timing properties as the existing E-AGCH. As the new time limited grants also includes a time limit indication an additional parameter needs to be signalled on the new grant channel. The exact details of the parameters to be signalled on the new grant channel depend on the channel structure and future details of a Lean carrier implementation. The new grant channel may be configured on either the primary or the secondary carrier. In either case the UE only needs to monitor the new grant channel during active UL data transmissions.
Alternatively a new grant signaled to one UE could implicitly, by means of detecting a message with incorrect CRC on the grant channel, be interpreted as a stop-command for the other UE(s) currently actively transmitting.

Another alternative for new grant channel could be separating scheduling and link adaptation signaling and re-using E-RGCH channel structure for subframe allocation signaling for each UE. Legacy methods would still be used for link adaptation signaling. Aforementioned stop-command could also be introduced for E-RGCH-based solution by using ternary signaling already available in E-RGCH.

In addition, considering more than one UE may need to be scheduled at a given time to be able to fill the available RoT headroom in power/buffer limited situations and to be able to benefit from IC receivers, design options should consider to support more than one UE scheduled at a given time.

5.4.4
Deployment scenarios for Lean carrier

5.4.4.1
Analysis
The benefit of deploying Lean carriers depends on the nature of the traffic and the available spectrum in the network. The following scenarios have been identified:
· Data-heavy networks: This is the main scenario where Lean carriers are most beneficial.

· Speech-heavy networks: Depending on the available spectrum, Lean carrier deployment may or may not be beneficial during busy hours. During off-hours, when more spectrum is available for data services, Lean carrier is a possibility.

· Spare spectrum during off-hours: In addition to the normal Lean carrier gain, this scenario also provides energy saving opportunity for the network by using DL DTX when there is temporarily no traffic in a cell. 

· Under-utilized Lean carrier: A hybrid version that supports both legacy and Lean carrier operations may be used instead of an under-utilized Lean carrier. Under-utilization is then reduced, but the gain from Lean carrier operations is also impacted. 
Editor’s note:
For the hybrid scenario ("Under-utilized Lean carrier") it was agreed to capture the concerns on signalling impacts, latency, and reliability of lean carrier operations.
The main scenario which should be primarily considered is of course the first scenario of Data-heavy networks. Data traffic volume is much higher than speech volume in most networks and ratio of data traffic is growing with time.
5.4.5
Mobility

5.4.5.1
Analysis 
In Rel-9 DC-HSUPA mobility the UE performs mobility measurements even when the secondary carrier is deactivated, if measurements are configured.
5.4.5.2
Solutions

It proposed that no mobility measurements are performed on the Lean carrier. Mobility can still be maintained using the primary carrier and secondary active sets and serving cells can be maintained by mirroring those on the primary carrier. The primary option is that only the serving cell is kept on the secondary carrier. One other alternative could be that when the UE is transmitting on the secondary carrier the network has the option to instruct the UE to listen, or not to listen, to non-serving cells for RGs and TPC commands.
5.4.6
Conclusions

Editor’s Note: Overall conclusions for the identified solutions should be captured here.

5.5
Reduced UL control channel overhead
5.5.1
Background and motivation

Editor’s Note:
Background and motivation for this study area should be captured here.

This part of the report is concerned with identifying the scenarios where it could be beneficial to reduce the uplink control channel overhead. Increased data capacity could either allow increased rates or increased number of users in the cell. In Rel-7, DPCCH discontinuous transmission was introduced to reduce the uplink control channel overhead in case of low uplink data transmission activity (e.g. web browsing). When there is temporarily no E-DCH transmission, DPCCH transmits discontinuously according to a pattern. This is a way to limit the control channel overhead during UE inactivity periods. To further improve cell capacity and coverage it is also worth studying reduced UL control channel overhead in the cases when uplink data transmission is ongoing. Therefore, various approaches on control channel overhead optimization are investigated in Release 12. These approaches may include:
-
reducing the power or DTX of E-DPCCH

-
reducing the power or DTX of HS-DPCCH

-
optimizing the DTX mechanisms of DPCCH
5.5.2
Analysis

Editor’s Note: If needed, a detailed description of the current limitations should be captured here.

5.5.3
Solutions

Editor’s Note: A detailed description of each solution/enhancement should be captured here. If needed, each solution may be evaluated separately, using the following layout.

5.5.3.1
Description of solution x

5.5.3.2
Evaluation of solution x
5.5.4
Conclusions

Editor’s Note: Overall conclusions for the identified solutions should be captured here.
5.6
Low-complexity uplink load balancing
5.6.1
Background and motivation
Load balancing techniques are employed in cellular systems to overcome the problems of some cells being congested while others having free resources. With the load balancing technique applied to the uplink direction, the network can benefit from multiple cells and distribute UEs between them to equalize the load. This will facilitate better performance of UEs, and especially of those ones that do not support multi-carrier in uplink and thus cannot be assigned dynamically resources over several carriers. At the same time, the load balancing can be logically extended to a scenario with a UE supporting two uplink carriers and the network deploying more than two frequencies.

5.6.2
Analysis

As per the legacy HSPA behaviour, the uplink "anchor" carrier is linked logically to the corresponding downlink serving cell. It is the responsibility and the decision of RNC to choose which cell is the serving one for a particular UE. As a result, some form of the load balancing is already feasible with the legacy HSPA system by means of switching the serving cell to a different frequency. This approach, however, involves RNC and thus cannot perform fast and/or frequent switching between different cells without compromising application level performance. Thus, a different approach must be taken that would either avoid interaction with RNC, or minimize it in terms of reconfiguration process delays.

5.6.3
Solutions

Editor’s Note: A detailed description of each solution/enhancement should be captured here. If needed, each solution may be evaluated separately, using the following layout.

5.6.3.1
Description of solution x

5.6.3.2
Evaluation of solution x

5.6.4
Conclusions

Editor’s Note: Overall conclusions for the identified solutions should be captured here.
5.7
Rate adaptation
5.7.1
Background and motivation
In the current system we observe post receiver SINR saturation in the high SINR region due to inter-symbol and inter-stream interference. This causes inefficiency and instability which can be counter with Rate adaptation. Additional parameters (i.e. SD parameter) present in the proposed solutions takes into account post receiver SINR and Rx power disproportionality to adjust the TBS, enabling more stable operation. 

As HSUPA system development is planned in the next versions of the 3GPP specifications (Release 12 and beyond), introduction of a mechanism for independent power control and scheduling is seen as one of natural approaches to boost the system performance. The main ideas of the concept, initial link-level and system level simulation results have already been presented in 3GPP [6],[7],[8],[9],[10],[11],[12],[13].
5.7.2
Analysis

The power-based scheduling method is referred to the traditional HSUPA scheduling and E-TFC selection mechanism. For that approach the serving grant SG simultaneously defines the transmission power level and the E-TFC. The SG value is selected relative to the current DPCCH power level based on the available RoT budget. The proportionality of the E-DPDCH post-receiver SINR to the transmit power level is assumed by the method, where deviations are compensated by the outer loop power control (OLPC) with increasing or decreasing the DPCCH SIR target for the internal loop power control (ILPC) tracking.

As demonstrated by multiple studies [8], [9], [10], [11], [13] the power-based scheduling becomes inefficient when the post-receiver noise is dominated by the inter-symbol or inter-stream (in case of CLTD and MIMO transmission) interference but not the thermal noise.

It should also be mentioned that the WCDMA/HSUPA power control and scheduling are different from the corresponding procedures in other cellular systems (like LTE, WiMAX and even HSDPA), where power control and scheduling are done independently allowing for more flexibility and system efficiency.
5.7.3
Solutions

Editor’s Note: A detailed description of each solution/enhancement should be captured here. If needed, each solution may be evaluated separately, using the following layout.

5.7.3.1
Description of novel Rate adaptation mechanisms
In power-based scheduling mode the purpose of OLPC is to compensate the deviations from the proportionality of SINR increase to TX power increase and to ensure the necessary BLER performance. For the latter, in SINR-based scheduling mode, the marginal control loop is introduced in the node B to adjust the SD parameter based on outcomes of the previous transmissions (similar principle to the legacy OLPC operation) prior to signaling the parameter to the UE. The inner and outer loop power control in current implementation is depicted on Figure 5.7.3.1-1 below:
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Figure 5.7.3.1-1:
Inner and outer loop power control in power based approach
By introducing SINR based scheduling method we would like to decouple the power control and E-TFC selection procedure and by that changing current power based scheduling approach.

In order to implement these principles, the operation of the SINR-based scheduling and the associated modified power control procedures for the SIMO and CLTD modes is defined as follows:

The serving grant SG and SINR difference SD parameters are calculated and signaled by the NodeB to the UE for each TTI. The SG parameter defines the E-DPDCH power relative to the DPCCH as for the legacy power-based approach. An illustration of the transmit power level and the SG and SD parameters for the SINR-based scheduling of a SIMO or CLTD transmission is given in Figure 5.7.3.1-2.
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Figure 5.7.3.1-2: SINR-based scheduling using SG and SD parameters for the SIMO and CLTD transmission modes

E-TFC selection is done using the legacy procedure, but the SD parameter is applied to decrease the SG grant prior to passing it to the E-TFC. However, the actual transmit power is not affected by SD. The SD is selected so that the combination of the SG and SD allows the UE to estimate the post-receiver SINR level at the NodeB and select the E-TFC that would provide the maximum throughput at the required BLER performance. The mechanism considering 2-loop scheme is illustrated on the Figure 5.7.3.1-3 below:
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Figure 5.7.3.1-3:
2 loop scheme with rate and power loops

Compared to the power-based scheduling, the ILPC is affected by two changes:
-
The subject of tracking is not the DPCCH SIR (Signal-to-Interference ratio) [8], but the DPCCH (or the total) received power. This change is motivated by the fact that the proportionality of SINR and TX power increase is no longer assumed. The power of all other physical channels relative to the DPCCH is fully defined by the SG parameter and is set the same as for the legacy operation.
-
The power up/down threshold is no longer the SIR value set by OLPC (which is therefore disabled in SINR-based scheduling mode), but by the allowed RX Ec/N0 budget
Rate adaptation can also be enhanced by a modified 2-loop solution (illustrated in the Figure 5.7.3.1-3a below) with minor changes compared to legacy power-based scheduling as:
-
The subject of tracking is not the DPCCH SIR (Signal-to-Interference ratio) [8], but the DPCCH (or the total) received power.

The modified 2-loop scheme could provide gains in terms of RoT stability by means of controlling DPCCH or the total received power, and E-TFC selection by means of signalling T2P dynamically (E-AGCH/E-RGCH) to meet the instantaneous channel conditions.
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Figure 5.7.3.1-3a: A modified 2 loop scheme with modified ILPC and OLPC

It has been proposed that an alternative rate adaptation scheme with 3 loops could provide additional gains in system performance by the means of having independent control over the SIR on the control channels. To achieve rate adaptation with constant received power, data BLER control and DPCCH SINR control the following measures, incorporating 3 control loops, can be taken:

-
Keep the existing DPCCH SINR-based power control loop.
-
Add a second loop controlling the total received power.

-
Since the SINR for traffic data now will vary due to channel conditions (ISI) and it will be changes in the fraction of power allocated to overhead channels, a back-off value applied to the granted rate can be used for controlling the transmission rate and keeping a desirable HARQ retransmission rate. This value can be signalled from NodeB to UE through a third control loop.

As shown in Figure 5.7.3.1-5, two fast power control loops are used. The first power control command is used for increasing/decreasing the DPCCH power. The second power control command is used for increasing/decreasing the total power.
Assume that the UE has received commands to change the DPCCH power with a factor Pc and that the total power shall change with a factor Ps. Assuming at slot "t" we have the squared beta factors c, ec, ed(t), corresponding to the relative power of DPCCH, E-DPCCH and E-DPDCH respectively. One way to model the effect of the power commands is according to
PcP(t)(c+ ec+ ed(t+1)) =PsP(t)(c+ ec+ ed(t))   
(1)

Where P(t) in Equation 1 can be viewed as the power used by DPCCH at time t.

If c =1 and we denote sum=(c+ ec+ ed(t)) Equation 1 can be written as
ed(t+1) =sumPs/Pc - - ec 
(2) 

Equation 2 then describes how ed values are dynamically updated to take the two power control loop commands into consideration. This is also illustrated in Figure 5.7.3.1-4.
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Figure 5.7.3.1-4: Power relations in the 3-loop scheme

The equations can be extended to also capture E-DPCCH boosting and additional channels as HS-DPCCH.

The rate offset (SD) calculation shown in Figure 5.7.3.1-5 can be done by the Node B, based on BLER statistics or SINR measurements. For the BLER controlled rate offset calculation, if BLER is higher than the desired target then the offset is lowered, otherwise it is increased. The UE then lowers/increases the rate but maintains the relative power of data versus control channels.
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Figure 5.7.3.1-5: 3 loop scheme with rate, power and SIR loops
DL signalling requirements of different methods in case of single stream UL transmission are listed below:
1.
Power-based scheduling:

-
TPC commands to control UL DPCCH Tx power (controlled by DPCCH SIR and impacting total Ec/No)

-
Serving grant to control the data/DPCCH power ratio

2.
2-loop Rate adaptation:

-
TPC commands to control UL DPCCH Tx power (controlled by Ec/No)

-
Serving grant to control the data/DPCCH power ratio 

-
SD offset for E-TFC selection in the UE

3.
3-loop Rate adaptation:

-
TPC commands to control UL DPCCH Tx power. Controlled by DPCCH SIR (e.g. a fixed value or a rate dependent value). ILPC#1 in Figure 5.7.3.1-5.

-
Power control commands to control total Tx power. Controlled by the Ec/N0 target level. ILPC#2 in Figure 5.7.3.1-5.

-
Serving grant to control the data/DPCCH power ratio 

-
SD offset for E-TFC selection in the UE

4.
Modified 2-loop Rate adaptation:

-
TPC commands to control UL DPCCH Tx power (controlled by Ec/No)

-
Serving grant to control the data/DPCCH power ratio
5.7.3.2
Evaluation of solution x

5.7.4
Conclusions

The Rate adaptation technique is considered as significant improvement to the HSUPA operation.
6
Impact on RAN WGs

7
Conclusions
Annex A:
Simulation assumptions

A.1
Enabling high bit rates

A.1.1
Link level simulation assumptions for Lean carrier
The link simulations assumptions for Lean carrier are shown in Table 1.

	Table A.1.1-1:
Link level simulation assumptions

Parameter
	Value

	Transmission modes
	SIMO

	Physical channels
	DPCCH, E-DPCCH and E-DPDCH 

	ΔT2TP [dB]
	10

	E-DCH TTI [ms]
	2

	Modulation
	QPSK/16-QAM

	TBS [bits]
	4422, 10134 or 20268 (simulations are not limited to these TBSs) 

	Fixed SIR Targets [dB]
	range depending on TBS, with 1 dB step-size

	H-ARQ approach
	Incremental redundancy

	Channel encoder
	3GPP Release 6 Turbo Encoder

	Turbo decoder
	Max log MAP

	Number of iterations for turbo decoder
	8

	NodeB Receiver Type
	LMMSE (2 RX antennas)

	DPCCH slot format
	1 (8 Pilot + 2 TPC)

	Path Searcher
	Ideal

	Channel estimation
	Realistic

	TPC feedback error rate
	No errors (ideal feedback)

	TPC feedback delay [slots]
	2

	TPC period [slots]
	1

	OLPC
	OFF

	ILPC
	ON

	Propagation channel
	PA3, TU3, VA30

	Correlation of channel realizations between different RX antennas
	0


Simulations for evaluating achievable gains with the Lean carrier concept are performed on a single carrier, representing the Lean carrier or a baseline secondary carrier. The simulations are performed modeling one or more UE’s transmitting bursty traffic using either the Lean carrier concept or using a baseline based on DC-HSUPA and CPC.

-
Lean carrier - Transmissions in these simulation assumptions are scheduled periodically with a predefined transmission length and a predefined transmission periodicity. For an "ideal" Lean Carrier user DPCCH is only transmitted during data transmission meaning that no preambles/postambles or DPCCH bursts are transmitted.

-
Baseline - Transmissions are scheduled according to the same pattern (transmission length and transmission periodicity) as the Lean carrier user(s).

A.1.1.1
Data traffic pattern

One traffic pattern to study is 10TTI data transmission in every 160TTIs. Studying other traffic patterns is optional.

A.1.1.2
Interference modelling on data transmissions
Simulations are performed in such a way that it’s possible to draw conclusions on the effect from the number of activated users for different traffic management strategies (e.g. including different CPC burst patterns). Simulation results shall be provided for various numbers of users interfering with data transmissions. E.g. 2, 1, 0.5, 0.33 or 0.25 users. Fractional interfering users can be interpreted as they interfere only part of the time, e.g. 0.5 means that users only interfere with the data transmissions 50% of the time.

When results are presented the assumed number of activated users on the secondary carrier and the assumed traffic management strategy can be explained. They configurations can then be mapped to different selected interfering users, as mentioned above.

A.1.1.3
Link performance metrics

-
Throughput or BLER at different received Ec/No
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