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1 Introduction

 Until last Barcelona (RAN2 #83) meeting, impacts on UP architecture for moblity would be simply studied to focus on CN overload reduction aspect (i.e. path change is blind to CN.). Impacts on SN status transfer & data forwarding (SNST & DF) during cell change (including SeNB change and Inter-MeNB handover) according to UP architecture have not been touched yet [1]. However, SNST & DF is closely related to seamless cell change, which is one of very important aspects in robust communication. In this contribution, 3 UP architecture alternatives (1A/2A/2C) are compared in viewpoint of impacts on SNST & DF during SeNB change in order to study the benefit and disadvantage of PDCP split and RLC split. Another contribution treats impacts on SNST & DF during inter-MeNB HO [2].
2 Comparison of 1A/2A/2C when performing SNST & DF during SeNB change
 In this section, 3 UP architecture alternatives will be compared; 1A, 2A, and 2C [1]. For each alternative, C1 will be assumed as CP architecture alternative due to the agreement of last meeting [3]. Hence, Scell change command (RRCConnectionReconfiguration message with Scell change) would be dilivered to UE via MeNB.
 And regarding CP procedure, ‘@t#’ (at t#) would mean time order and depicted in each CP procedure figure in increasing order. That is, @t1 is later than @t2.

 And regarding UP procedure, this paper will consider only DL SNST & DF procedure since UL SNST & DF procedure is similar to DL packet procedure. And packet flows only for RBs to belong to SeNB will be illustrated.
<Alternative. 1A (CN split)>
[image: image1.emf] 
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Figure 1: UP 1A alternative
 UP 1A alternative is depicted in Figure 1. In this alternative, each eNB (MeNB or SeNB) has S1-MME and S1-U terminates in each eNB. Hence, when Scell is changed, path change to CN would be required and SNST & DF would be laid over X2 interface between SeNB1 and SeNB2 in Figure 2.
[image: image2.emf] 
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Figure 2: CP and UP procedure for 1A during Scell change
 Defered SNST & DF due to Xn interface delay could cause the increase of Scell change interruption time. However, that seems not to be critical. No special signaling would be required except for signaling to initiate SNST & DF on SeNB1.
Observation 1: There would be no critical problem. Defered SNST & DF due to Xn interface delay could cause the increase of Scell change interruption time.

<Alternative. 2A (RAN split, PDCP layer split)>
 UP 2A alternative is depicted in Figure 3. In this alternative, MeNB only has S1-MME and S1-U terminates in MeNB. Hence, when Scell is changed, path change to CN would not be required and SNST & DF would be laid over X2 interface between SeNB1 and SeNB2 in Figure 2. Compared to 1A, path change would not happen because SeNB is anchored by MeNB.
 Regarding UP procedure in Figure 4, it would be almost same as the one of 1A. That is, defered SNST & DF due to Xn interface delay would be an issue.

Observation 2: There is no path change. Defered SNST & DF due to Xn interface delay could cause the increase of Scell change interruption time.
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Figure 3: UP 2A alternative
[image: image4.emf] 
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Figure 4: CP and UP procedure for 2A during Scell change
<Alternative. 2C (RAN split, RLC layer split)>
UP 2C alternative is depicted in Figure 5. In this alternative, MeNB only has S1-MME and S1-U terminates in MeNB. Hence, when Scell is changed, path change to CN would not be required. And SNST & DF would be done by MeNB since SeNB does not have PDCP layer.
[image: image5.emf] 
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Figure 5: UP 2C alternative
[image: image6.emf] 
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Figure 6: CP and UP procedure for 2C during Scell change
 Regarding UP procedure, this alternative would require novel ACK/NACK status report scheme between MeNB and SeNB1. As depicted in Figure 6, if ACK/NACK status is appropriately informed to MeNB, MeNB could not decide from which SN packet is forwarded to SeNB2. Further, if those status report is not sufficiently frequent, MeNB buffer for packet forwarding during SeNB change would be overflown. Those ACK/NACK status report would become overload to Xn interface.

Observation 3: Novel ACK/NACK status report scheme between MeNB and SeNB would be required for SeNB change. And those status report would cause overload to Xn interface.

According to above analysis, we propose as followings;
Proposal 1: RAN2 is kindly requested to send LS that RAN3 checks each observation and feedback preference based on analysis of crucialiy of each impact.
Proposal 2: It is proposed to include each observation in TR36.842.
3 Conclusion

<Alternative. 1A (CN split)>
Observation 1: There would be no critical problem. Defered SNST & DF due to Xn interface delay could cause the increase of Scell change interruption time.
<Alternative. 2A (RAN split, PDCP layer split)>
Observation 2: There is no path change. Defered SNST & DF due to Xn interface delay could cause the increase of Scell change interruption time.
<Alternative. 2C (RAN split, RLC layer split)>
Observation 3: Novel ACK/NACK status report scheme between MeNB and SeNB would be required for SeNB change. And those status report would cause overload to Xn interface.
According to above observations, we propose as followings;

Proposal 1: RAN2 is kindly requested to send LS that RAN3 checks each observation and feedback preference based on analysis of crucialiy of each impact.
Proposal 2: It is proposed to include each observation in TR36.842.
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