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1 Introduction
The Study Item on “Small Cell Enhancements for E-UTRA and E-UTRAN – Higher layer aspects” [1] was approved in the RAN#58 meeting. This SI mainly covers the architecture/protocol enhancements. In the U-plane, there are total 5 different potential alternatives of the architectures for dual connectivity and we have discussed pros and cons of each alternative. 
In this contribution we would like to further provide our views on bearer splitting solutions (3C and 3D).
2 Discussion
The Alternative 3C and 3D are shown in Figure 1 and Figure 2.
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Figure 1. Alternative 3C

[image: image2.emf]MeNB

PDCP

RLC

SeNB

PDCP

RLC

MAC

S1

Xn

RLC

MAC


Figure 2. Alternative 3D
In the Alternative 3C and 3D, S1-U terminates in MeNB and the bearer split is performed in MeNB. In the Alt.3C, bearer split is performed in the PDCP entity of the MeNB and the SeNB has an independent RLC entity, while in the Alt.3D, bearer split is performed in the RLC entity of the MeNB and there is a slave RLC entity in SeNB. 
In this contribution, we focus on the impact of the bearer splitting in terms of buffer size and the throughput enhancement, and try to show the potential throughput enhancement by bearer splitting compared to no bearer splitting. 

2.1 Buffer size estimation

Bearer splitting implies that the UE needs an increased buffer in the PDCP/RLC to store the data for re-ordering. Since the buffer size depends on the re-ordering delay, we can simply estimate the increased buffer size due to bearer splitting based on the re-ordering delay.

To estimate the re-ordering delay, we should take non-ideal backhaul latency into account. Since in the bearer splitting options, the bearer splits into the two RLC entities which locate in different nodes, and two eNBs, i.e., MeNB and SeNB, are connected via a non-ideal backhaul Xn, there would be huge latency across the Xn interface. The backhaul latency can be up to 60ms for the worst case [Table 6.1.1, 2]. In addition there would be a HARQ re-ordering delay for the out-of-sequence PDU. Assuming 2 times of retransmission, the HARQ re-ordering delay is 16 ms. Thus, assuming that the re-ordering delay includes 1) non-ideal backhaul latency, and 2) HARQ re-ordering delay, it can be about 76 ms, for example.
Based on 76ms of the re-ordering delay, the buffer size can be estimated as follows:
· In Alt 3C, considering the maximum size of PDCP SDU, 8188 bytes, the UE needs a PDCP buffer of 8,188 bytes x (60+16) = 622 Kbytes/DRB.
· In Alt 3D, considering the maximum size of RLC PDU, 37,482 bytes (299,856 bits for Category 8), the UE needs a RLC buffer of 37,482 bytes x (60+16) ≈ 3 Mbytes/DRB.
Without bearer splitting, the re-ordering delay can be assumed to include only the HARQ re-ordering delay, which is about 16 ms in the above case. Therefore, if bearer splitting is performed in the MeNB, UE’s buffer size will be increased depending on the backhaul latency and HARQ re-ordering delay, which may not be desirable for the UE.
Observation 1. If bearer splitting is applied, the UE needs an increased buffer size in the PDCP/RLC entity for re-ordering due to a large re-ordering delay caused by the non-ideal backhaul Xn between MeNB and SeNB.
2.2 Numerical comparison of throughput gain
Since the non-ideal backhaul Xn brings a large backhaul latency from 2ms up to 60ms [Table 6.1.1, 2], and such latency have impact on re-ordering delay and throughput enhancement, it would be good to evaluate the potential throughput enhancement considering the re-ordering delay.

We first look into the case where the data transmission time is short, for example, shorter than the re-ordering delay.

Case 1. There are total 8 packets to transmit, where each packet is 1500 bytes and one packet is transmitted within 1 subframe.
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Figure 3. Short data transmission time without bearer splitting
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Figure 4. Short data transmission time with bearer splitting
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Figure 5. Time line for short data transmission time without bearer splitting
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Figure 6. Time line for short data transmission time with bearer splitting
The throughput can be calculated as follows.

· When bearer splitting is not applied in the MeNB: 1500 bytes x 8 / (60 ms+8 ms) = 176.5 Kbytes/ms. 

· When bearer splitting is applied in the MeNB: 1500 bytes x 8/ (60 ms+4 ms)  = 187 Kbytes/ms. 

In this result, the throughput gain for the short data transmission is very small because the non-ideal backhaul latency is much larger than the data transmission time. It is expected that the throughput gain would not be valid as long as the data transmission time is short compared to the non-ideal backhaul latency.
Case 2. There are total 100 packets to transmit, where each packet is 1500 bytes and one packet is transmitted within 1 subframe.
The throughput can be calculated as follows.

· When bearer splitting is not applied in the MeNB: 1500 bytes x 8 / (60 ms+100 ms) = 937.5 Kbytes/ms. 

· When bearer splitting is applied in the MeNB: 1500 bytes x 8/ (60 ms+50 ms) = 1363.6 Kbytes/ms. 

In the above result, bearer splitting brings a throughput enhancement because the backhaul latency is not so long compared to the data transmission time. It is expected that a longer data transmission time would result in more throughput enhancement.
Observation 2. Considering the non-ideal backhaul latency, the throughput enhancement by bearer splitting depends on the use cases, i.e., throughput enhancement may not be achieved for short data transmission although bearer splitting is applied.
From the above observations, we think that bearer splitting options Alt.3C and Alt.3D achieve the throughput enhancement for a specific use case at the cost of the increased buffer size requirement of the UE. 
Proposal 1. For Alternative 3C and 3D, to confirm that the throughput enhancement by bearer splitting is limited to some use cases at the cost of the increased buffer size in the UE side.
3 Conclusions

In this contribution, we estimate the increased buffer size and simply check the throughput enhancement by bearer splitting in Alternative 3C and 3D. Two observations are provided as follows:
Observation 1. 
If bearer splitting is applied, the UE needs an increased buffer size in the PDCP/RLC entity for re-ordering due to a large re-ordering delay caused by the non-ideal backhaul Xn between MeNB and SeNB.
Observation 2. 
Considering the non-ideal backhaul latency, the throughput enhancement by bearer splitting depends on the use cases, i.e., throughput enhancement may not be achieved for short data transmission although bearer splitting is applied.
From the above observations, it is proposed that,

Proposal 1.
For Alternative 3C and 3D, to confirm that the throughput enhancement by bearer splitting is limited to some use cases at the cost of the increased buffer size in the UE side. 
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