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Discussion and Decision
1      Introduction
In RAN2#83 meeting, several agreements related to small cell user plane architecture options were reached:
	=> We will no longer investigate 2D and 3A. 

=> We will investigate the remaining alternatives in terms of technical benefits and drawbacks. 


An updated TP R2-132992 on “Comparison of User Plane Architectures” was also captured in TR [1].
For the backhaul characteristics, agreements were:
	1
Losses may occur mainly in case of TN congestion. Re-ordering on the TN may be considered an abnormal even. In case of losses and reordering the UP protocols shall not stall but they do not need to correct them either.  

2
It can be discussed whether GTP should ensure in-sequence delivery so that UP protocols do not need to care about out-of-order packets.


In this contribution, we discuss the pros and cons of user plane architecture options (1A/2A/2C/3C/3D) and propose the way forward for down selection. 
2      Discussion
Option 1A is the only option where data is split in the CN. For network deployments where traffic between MeNB and SeNB should go through a router, there is much less requirement of backhaul in option 1A as there is no need to route packet back and forth between MeNB and SeNB [2]. Although there are pending issues (e.g. security) and some drawbacks (difficult to solve CN signaling) for option 1A, we consider option 1A as one user plane option to be supported. In the remaining part of the contribution, we focus the discussion on option 2A/2C/3C/3D, which are shown in Figure 1 below. 
-
2A: S1-U terminates in MeNB + no bearer split in MeNB + independent PDCP at SeNB;

-
2C: S1-U terminates in MeNB + no bearer split in MeNB + independent RLC at SeNB;

-
3C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers;

-
3D: S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.
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Figure 1: User plane alternatives considered in the contribution
Comparison of option 2A vs. 2C is discussed in the joint contribution [8].
2.1     Option 2 vs. 3

As discussed in RAN2#83 meeting, the main benefits of option 3 series is the support of bearer split. Bearer split may achieve potential gain of increased user throughput under certain conditions. However, this comes as the great cost of increased UE complexity e.g. multiple RLC entity, PDCP reorder buffer at UE side [5], and close collaboration between MeNB and SeNB. The collaboration is needed as simple fixed packet split only shows gain at extremely low system load in [3] and no gains in [4]. Even with dynamic split, results in [9] show that EPS bearer split can only slightly improve average user throughput in comparison with non-bearer split option for low backhaul latency (5 ms) configuration when system load is not high, but the performance is degraded when system load is high or latency is increased (20 ms).
RAN3 should be involved to investigate the collaboration between MeNB and SeNB as the content for Xn interface to enable user throughput gain should be designed. Such investigation should be based on system level simulation. It is not clear whether RAN3 can do this alone, or RAN2 provide RAN3 the list of parameters to be standardized. No matter which way is adopted, extensive simulation campaign is needed, and it might be challenging to agree upon a set of parameters as the task is essentially to open up the internal scheduler implementation. 
Proposal 1: RAN2 to focus on non-bearer split solutions i.e. Option 2.
2.2     Option 3C vs. 3D
If RAN2 decides to support Option 3, the question is whether to select Option 3C or 3D. In master/slave RLC alternative (Option 3D), the functionalities of RLC layers are split between MeNB and SeNB. MeNB handles ARQ and builds RLC PDUs, while SeNB performs resegmentation to fit RLC PDUs into resource allocated by MAC layer.

Compared with PDCP/RLC split option (3C), it is obvious that master/slave RLC has big impacts on RLC layer due to the split, like the introduction of segmentation for RLC UM, the extension of RLC’s sequence number space. The main benefits is that RLC’s ARQ terminated at macro eNB and UE also covers packet loss between MeNB and SeNB. This benefit is provided as a main reason for master/slave RLC option. However since RAN3 already confirmed that “packet loss over Xn can be assumed to be rare in reasonable load conditions” [6], it seems that the main motivation for master/slave RLC alternative is not valid.
It was argued that reordering above RLC delays the ability of TCP to react to network-side PDCP discard and increases buffering requirements [7]. The argument in [7] is that in option 3C, only after PDCP reordering (with some timer), UE can realize that some PDCP packet is missing, which is mainly due to PDCP discarding, and UE then send duplicate ACK to slow down sender TCP operation. It is true that there is some additional delay in PDCP layer in option 3C compared with option 3D for congestion control. However, there is additional delay in RLC layer in option 3D. The reason is that in option 3D, RLC reordering is jointly done for both MeNB and SeNB. Since there is backhaul delay between MeNB and SeNB, there are more delay in RLC reordering operation in option 3D. Since UE can only realize PDCP SDU missing after RLC reordering, it is expected that overall delay for TCP congestion control is similar between option 3C and 3D. Regarding the buffer requirements, it should be also noted that option 3D needs more RLC buffer due to non-ideal backhaul delay.
Proposal 2: If RAN2 decides to support Option 3, it is proposed to select Option 3C.
3      Conclusion
In this contribution, we discuss how to down select user plane architecture options. 

Proposal 1: RAN2 to focus on non-bearer split solutions i.e. Option 2.



 REF Proposal_Option3 \h 

Proposal 2: If RAN2 decides to support Option 3, it is proposed to select Option 3C.
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