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1
Introduction

After the RAN#61 meeting, a new Rel-12 HSPA HetNet Work Item was agreed aiming at “enhancing mobility support of Heterogeneous Networks for co-channel and dedicated frequency deployments.” There are a few sub-topics within this WI, in particular there is a task to “consider solutions to improve mobility for UEs with high speed”.

During the RAN2#81bis and RAN2#82 meetings, we presented a paper where we focus on an approach that builds on top of the URA_PCH functionality trying to explore further trade-offs between data transmission efficiency and reduction in the number of CELL UPDATE messages. In this discussion paper, we present our further considerations regarding this solution, as well as some performance and simulation results, 

2
Overview of CELL_PCH/CELL_FACH and URA_PCH states

While considering the dense small cell deployment scenario, the network side RRM faces the following challenge with regards to deciding in which state a UE should be put. In the absence of data activity, but in the case of a need to maintain a data connection, the network has two major choices: URA_PCH or CELL_PCH/CELL_FACH state. For the sake of technical completeness, it is worth noting that the network can also keep a terminal in the CELL_DCH state, but this can be less power efficient. Speaking of URA_PCH and  CELL_PCH/CELL_FACH state, the network has a tradeoff which one to choose. On the one hand, CELL_PCH/CELL_FACH provides means for fast reconfiguration to the CELL_DCH state (for PCH, especially when a UE and the network support HS channels for CELL_PCH). However, while staying in the CELL_PCH/CELL_FACH state, a UE sends the CELL UPDATE message every time it re-selects from one cell to another. In the dense small cell environment it can create a noticeable load on the RNC. The URA_PCH state does not have problems with a storm of CELL UPDATE messages because the latter is not sent as long as a UE stays within a particular URA area. However, the drawback of URA_PCH is that the network must always page the whole URA area to reach a UE. Furthermore, since a UE does not keep the xx-RNTI variables in URA_PCH,  the seamless transition from URA_PCH to CELL_FACH is not feasible either even when the network supports enhanced DL/UL for CELL_FACH. As a result, a UE must always first send the CELL UPDATE message. 

In the macro cell deployments, a choice between the URA_PCH and CELL_PCH/CELL_FACH  state might be less critical because the number of CELL UPDATE messages sent during cell re-selection is less due to large cell sizes. Thus, a network can balance flexibly between a need to ensure having a faster response time from a UE (whereupon a UE would be sent to CELL_PCH/CELL_FACH), and a need to receive as least CELL UPDATE messages as possible (by sending a UE to URA_PCH). Even though the same principle can be applied to the HetNet deployments, which will be the case for legacy UEs, smaller cell sizes pose higher challenges with regards to the number of transmitted CELL UPDATE messages during the cell reselection process. Thus, to ensure a good tradeoff between the number of received CELL UPDATE messages and faster state transition time, some enhancements for the URA_PCH state can be considered.

3
Enhanced URA_PCH state

The existing URA_PCH state can be enhanced by combining it with the functionality we already have for the  CELL_PCH state. In particular, while sending a UE to the URA_PCH state, the network can ask a UE to keep the xx-RNTI variables (or provide new ones as it happens now while moving a UE between CELL_DCH, CELL_FACH, and enhanced CELL_PCH states). As long as a UE stays in exactly the same cell, in which it was sent to URA_PCH, it can always move autonomously to CELL_FACH, by performing the procedure already specified for the  CELL_PCH state. In particular, if a UE has a PS connection and some application data arrives to a UE, then it can move to CELL_FACH and send the MEASUREMENT REPORT message. If a UE has a PS connection and needs to indicate the outgoing CS call, then it can move to CELL_FACH and send the INITIAL DIRECT TRANSFER message. 

Whenever a UE needs to send data after it has re-selected to another cell, a UE should clear its xx-RNTI variables and go through the CELL UPDATE procedure. With such an approach the network can always send a UE to the URA_PCH state and either benefit from a fast transition to CELL_FACH and CELL_DCH (if a UE stays in the same cell) or from the fact that a UE does not send CELL UPDATE messages (if a UE starts to roam from one cell to another).
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Figure 1: UL data arrival to the UE buffer upon reselecting to a different cell (left hand side) and  staying in the same cell (right hand side)

Furthermore, it is worth noting that the URA_PCH enhancement explained above also helps when there is a DL data coming to the RNC. In Fig. 2 below, on the left hand side, one can see a set of actions for the legacy URA_PCH case. Whenever some DL data arrives, RNC has to page cells to wake up a UE, after which the latter initiates the CELL UPDATE procedure. If a UE is sent to the URA_PCH state and is asked to keep xx-RNTI values (as depicted on the right hand side), then it can perform a seamless transition to CELL_FACH upon a reception of a paging indication from the network, assuming that a UE stays in the same cell. Otherwise, if it moves to a different cell, the CELL UPDATE procedure will be triggered.    
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Figure 2: DL data arrival to the RNC buffer when a UE has reselected to a different cell (left hand side) and upon staying in the same cell (right hand side)

When a UE crosses the URA area, it will send the URA UPDATE message as per current legacy behaviour. In response, the network can send the URA UPDATE CONFIRM with an indication to continue and stay in the URA_PCH state. In addition, the network can also provide new xx-RNTI values. After that, the UE would continue with the behaviour explained above.

From the network side, point of view, the proposed URA_PCH enhancement needs a slightly different handling of UE xx-RNTI values. The matter is that RNC does not know whether a UE is still in the same cell, where it was moved to URA_PCH, or has already reselected a different cell. Thus, so as not to end up in collided xx-RNTI values across several UEs, RNC must avoid allocating these xx-RNTI values unless it receives an indication from a UE (either through CELL UPDATE or URA UPDATE messages) that it is in a different cell now.

4
Performance evaluation

4.1
State transition delay

In this section we present some numbers regarding the performance evaluation of the scheme where a UE would keep the xx-RNTI values also in the URA_PCH state. The performance is estimated by means of the time a UE needs to get to the stage when it is capable of exchanging user data with the network, i.e., when it has all the needed xx-RNTI variables and has finished transition to the CELL_FACH state.

The baseline scenario is when a UE is sent to the URA_PCH, whereupon a UE does not store any xx-RNTI variables as per legacy behaviour. It should be noted that the network deploys enhanced UL for CELL_FACH, so a UE sends the CELL UPDATE message over the common E-DCH. This scenario is compared to the performance of the seamless transition from CELL_PCH to CELL_FACH, when a UE sends the MEASUREMENT REPORT avoiding exchange of the CELL UPDATE and CELL UPDATE CONFIRM messages. It aims at emulating the case when a UE is sent to URA_PCH with the stored xx-RNTI values and remains in the same cell; in this case the UE behavior is anticipated to be similar to CELL_PCH, as described in the section above. Both scenarios were tested in the lab environment, reasons for which are as follows: a) UEs supporting enhanced UL in CELL_FACH are not that common at the moment to be tested in the real networks, and b) in the lab environment, it is possible to obtain exact time stamps of when a UE has a message ready for transmission. The latter is especially important for the seamless transition case, because the RNC just receives the MEASUREMENT REPORT message without knowing when it was generated at the UE side.

For the legacy URA_PCH case, the typical time needed to perform and finish a transition to CELL_FACH is around 340-350 ms, when it is measured starting from the reception of CELL UPDATE message by RNC. However, if we account for the time stamp when the message was ready at UE side, i.e., before getting an access to common E-DCH, then the overall time is more than 400ms. 

For the seamless transition from CELL_PCH to CELL_FACH, since the RNC receives just one MEASUREMENT REPORT message, the measured time is the one from the generation of the message at the UE side till the reception of the RLC ACK by the UE for the transmitted message. According to the gathered statistics, it is around 130-150ms. 

4.2
Number of CELL UPDATE messages

To estimate the potential benefit of the enhanced URA_PCH state, we run simulations to estimate how much the network can save in terms of the saved number of CELL UPDATE messages. See Annex for details about the simulations assumptions

Table  1: Number of cell updates per hour per UE

	Packet inter-arrival time [s]
	PCH/FACH 


	URA_PCH


	Enhanced URA_PCH
	Gain over PCH
	Gain over URA_PCH

	Triangle cluster

	3
	56
	56
	56
	0 %
	0 %

	6
	56
	436
	56
	0 %
	87 %

	30
	56
	137
	51
	9 %
	59 %

	60
	56
	68
	41
	26 %
	39 %

	120
	56
	33
	24
	57 %
	27 %

	Line cluster

	3
	56
	56
	56
	0 %
	0 %

	6
	56
	436
	56
	0 %
	87 %

	30
	56
	136
	52
	9 %
	61 %

	60
	56
	68
	42
	25 %
	38 %

	120
	56
	35
	28
	50 %
	20 %


The simulation results are summarized in Table 1. Number of cell updates for the PCH/FACH state does not depend on the packet inter-arrival time and depends only on UE speed and LPN density. The reason is that since we simulatecells that support enhanced DL and UL for FACH, for both the PCH and FACH states the CELL UPDATE message is generated only when a UE changes the cell. 

There is quite an interesting outcome that for the legacy URA PCH state, the number of CELL UPDATE messages can be quite noticeable, which is explained by a simple fact that a UE has to go through the CELL UPDATE procedure whenever it has some data in the DL/UL  direction, even if a UE stays in the same cell. Of course, the number of messages decreases with increase of the packet inter-arrival time. The simulation results show quite eloquently that the enhanced URA_PCH do not gain much for more or less frequent data transmissions. However, if the data transactions are less frequent, then the enhanced URA_PCH gain either by avoiding sending CELL UPDATE when a UE is still in the same cell or by avoiding sending CELL UPDATE when it moves from one cell to another.

5
Conclusion

In this paper, we have presented and considered a set of enhancements for the URA_PCH state. In particular, we propose that a UE can keep the xx-RNTI values, which would allow a UE to come back to the CELL_FACH state without a need to send the CELL UPDATE message when a UE stays in the same cell. According to the performance numbers gathered from the lab environment, it can save around 250ms. At the same time, when a UE starts to move from one cell to another, the benefit is in absence of CELL UPDATE messages. As our simulation results indicate, we can save then on the absence of the CELL UPDATE messages, if the network is interested in minimizing their number.

Proposal: Consider the proposed enhancements for the URA_PCH state. 

Annex A

Table A.1: Network parameters for the Hetnet environment
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UE type

Pedestrian. 3 km/h

LPN deployment

1. Triangle cluster (Fig. 1)

a. 3 LPNs

b. center of cluster  - center of cell  (1/3  ISD,   ISD = 1000 m)

c. triangle side = 50 m

d. user mobility – bouncing circle 77 m
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Figure A.1: Triangle LPN cluster.

2. Line cluster (Fig. 2)

a. 5 LPNs

b. center of cluster  - center of cell  (1/3  ISD,   ISD = 1000 m)

c. 50 m between LPNs

d. user mobility – rectangle (300 x 50 m )
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Figure A.2: Line LPN cluster.

Cell reselection


Mean RSCP of best cell  is  3 dB greater than  mean RSCP of serving cell.


Not faster than once per  1 sec

DRX parameters


Cell_FACH with 1st DRX  + PCH

	Parameter
	Value

	1st DRX cycle
	320 ms

	1st DRX on time
	10 ms

	T321
	400 ms

	PCH DRX cycle
	1280 ms

	PCH  DRX on time
	10  ms

	T_fach_pch inactivity timer (to trigger PCH)
	5120 s


Traffic model

Keep alive

	Packet size
	150  bytes

	Packet inter-arrival time
	3, 6, 30, 60, 120  sec


Parameter  �
Macro cell �
LPN�
�
Distance-dependent path loss �
L=128.1+37.6 log10(R), R in kilometers�
L=140.7+36.7log10(R), R in kilometers�
�
Minimum path loss distance (R)�
75m�
40m�
�
Max BS Antenna gain �
14dBi�
5dBi�
�
Max UE Antenna gain �
0 dBi�
0 dBi�
�
Shadowing standard deviation �
8 dB �
10 dB �
�
 Correlation distance of  Shadowing


�
50 m�
50 m�
�
Shadow correlation�
n/a  (one cell)�
0.5 between cells�
�
Antenna pattern�
3GPP ant (2D ant):


� EMBED Microsoft Equation 3.0 ���


� EMBED Microsoft Equation 3.0 ����
2D ant, omni-directional�
�
TX power �
43dBm �
30dBm �
�
BS  CPICH TX power�
10% of total�
10% of total�
�
Penetration Loss�
20dB�
20dB�
�
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