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Discussion and Decision
1. Introduction
It was agreed during RAN2#83 meeting that inter node resource aggregation can work if certain conditions are fulfilled. To be specific:
	If all the following conditions are fulfilled, it seems possible to achieve gains close to the technology potential in terms of per-user throughput by means of inter-node radio resource aggregation:


a) Xn is not the bottleneck 

b) Xn is loss-less and causes no re-ordering


c) Xn offers latency of 5-30ms


d) Flow Control is used from SeNB towards MeNB 

e) Flow Control commands are sent frequently 


f) The load in the system is low to medium 


g) Users are distributed appropriately (number of UEs served by the macro cell is sufficiently low so that it has resource to allocate to pico UEs)


h) Bearer split is supported

Further study is needed to understand the impact of TCP due to the increased latency.



Mainly the important conclusions were the need of flow control between MeNB and SeNB and bearer split. It is our understanding that above agreements or conditions applies to UL and DL but RAN2 has not discussed UL aggregation so far in details. In this contribution we look into the above conditions from uplink resource aggregation and bearer split point of view and especially the need of flow control or congestion mechanism for uplink over Xn interface.
2. Discussion

2.1 UL resource aggregation

It is safe to assume that conditions a), b), c), f), g) will also be satisfied for uplink. These conditions simply reflect Xn characteristics for DL and would also be applied to uplink. For example, If Xn is not a bottleneck for DL then it should not be a bottleneck for UL even though there are asymmetric backhauls but operator can dimension the backhaul for both uplink and downlink. Similarly, latency is expected to be the same for UL. The system load is low to medium with proper distribution of UEs. One of the assumptions in this paper is that bearer split is supported for UL. Even though RAN2 has not discussed any new behaviour required for bearer split for UL, but at the same time there has been no discussion to rule it out as well.  There have been some discussions highlighting impacts on BSR, PHR and PUCCH due to support of UL resource aggregation in general and bearer split specifically.  
Observation 1: RAN2 has so far not distinguished bearer split for UL and DL. 

In our opinion, RAN2 might follow the same approach as for Carrier Aggregation whereby RAN2 introduced necessary signalling in one release even though RAN4 introduced CA capabilities in steps.
Proposal 1: we propose RAN2 to introduce necessary signaling for UL resource aggregation, the work can be done in WI phase. 

Conditions d) and e) are linked to flow control on downlink.  Backhaul for dual connectivity can be dimensioned such that total bandwidth is less than the bandwidth required for full load case, whereby traffic will travel through the backhaul more than once, because dual connectivity benefit is lost after certain load (low to medium load).  DL Flow control ensures bandwidth match between Uu and Xn for DL. 
Proposal 2: RAN2 to discuss the need of uplink resource aggregation and bearer split.

2.2 UL Flow control

While looking into UMTS E-DCH specifications, 3GPP TS 25.427 has following description for E-DCH. 
	5.14
TNL Congestion Indication 

This procedure is used by the SRNC to signal, on a transport bearer carrying an E-DCH MAC-d flow, that a transport network congestion situation on Iub/Iur has been detected. 
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Figure 9AB: TNL Congestion Indication procedure
At the reception of the TNL CONGESTION INDICATION control frame, the Node B should reduce the bit rate on the Iub interface.
If the TNL CONGESTION INDICATION control frame is indicating “TNL Congestion – detected by frame loss”, or the TNL CONGESTION INDICATION control frame is indicating “TNL Congestion – detected by delay build-up”, the Node B should reduce the bit rate for at least the MAC-d flow on which the congestion indication control frame was received.

If the TNL CONGESTION INDICATION control frame is indicating “No TNL Congestion”, the Node B can gradually go back to normal operation. 


Assuming MeNB will be connected to multiple SeNBs and MeNB may run out of buffer capacity or get congested over TNL, there might be a need for congestion indication as in E-DCH. 
Observation 2: Similar to E-DCH TNL congestion Indication procedure, in principle MeNB may get UL congested at TNL level if multiple SeNBs are connected. 
However, RAN2 agreed that the benefit of dual connectivity is lost when the system load is high. Also, TNL capacity can be increased as claimed by many operators during the last RAN2 meeting and thus should not be bothered about TNL congestion.
Observation 3: The Dual connectivity performance on low to medium load and operator dimensioning of TNL network may result in no need of flow control on uplink.
This leads us to propose that

Proposal 3: we propose RAN2 to discuss and confirm there is no need of congestion indication over Xn interface in the context of UL bearer split 
3. Conclusion

In this contribution, we discussed and reached the following proposals and observations:
Observation 1: RAN2 has so far not distinguished bearer split for UL and DL. 

Proposal 1: we propose RAN2 to introduce necessary signaling for UL resource aggregation, the work can be done in WI phase.
Proposal 2: RAN2 to discuss the need of uplink resource aggregation and bearer split.

Observation 2: Similar to E-DCH TNL congestion Indication procedure, in principle MeNB may get UL congested at TNL level if multiple SeNBs are connected. 

Observation 3: The Dual connectivity performance on low to medium load and operator dimensioning of TNL network may result in no need of flow control on uplink.

Proposal 3: we propose RAN2 to discuss and confirm there is no need of congestion indication over Xn interface in the context of UL bearer split
Following text proposal should be captured in 36.842

7.1.1
Inter-node radio resource aggregation (for Scenario #2)
Inter-node radio resource aggregation is a potential solution for improving per-user throughput. This can be done by aggregating radio resources in more than one eNB for user plane data transmission as illustrated in Figure 7.1.1-1. Resource aggregation may happen for UL and DL. It is left to the work item phase to introduce necessary signalling for UL and DL resource aggregation. Depending on realization of this solution, signalling overhead towards the CN can potentially be saved by keeping the mobility anchor in the macro cell as described in subclause 5.2.3.
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Figure 7.1.1-1: Inter-node radio resource aggregation
8.1.3
Xn interface assumptions

Independent of the radio interface protocol solutions, an interface between MeNB and SeNB involved in dual connectivity is defined as Xn. The same transport layer protocol as S1/X2 could be assumed for Xn, i.e., SCTP over IP for C-plane and GTP-U over UDP/IP for U-plane.
If the Xn interface is not the bottleneck, packet loss on Xn is rare in reasonable load conditions. This cannot be guaranteed in high load or overload situations. Packet loss may occur in case of transport network congestion. Sufficient dimensioning of the backhaul is crucial. There is a case that packets are delivered on Xn in the wrong order. But this is also rare in reasonable load conditions. If packet loss and re-ordering occurs on Xn, U-plane protocols shall not stall, but do not need to correct them either. It can be discussed in the WI phase whether GTP-U should ensure in-sequence delivery so that U-plane protocols do not need to care about out-of-order packets.
There is no need of congestion indication over Xn interface in the context of UL bearer split.
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