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1 Introduction
A new study item for smart congestion mitigation was agreed in RAN#61 meeting. The objectives of the study item are: 

1. ensure prioritization of the following mobile originating accesses during congestion:

· emergency access;

· high priority access.

2. depending on the operator scenario, ensure prioritization of the following mobile originating access during congestion
· access for initiation of voice services such as MMTEL voices and CSFB voice calls.
This paper discusses the existing congestion control mechanisms, limitations of those and potential solutions how to solve the issues. 

2 Discussion

2.1 Overload scenarios
RAN overload occurs when the resources are not sufficient to serve the current UEs and the system is in unstable state so that even new access attempts cannot be accepted. Overload occurs especially in the situation where a large number of the UEs try to access the network at the same time. This scenario can occur during large events such as football games or similar.  

There can be multiple bottlenecks in the radio network causing the overload situation in the scenario where a large number of UEs try to access the system:
· Radio resources
· RACH resources. Too many access attempts on RACH result in collisions and increase the RACH load even more.
· PDSCH, PUSCH resources. Each random access procedure consumes resources on dedicated data channels. However, it can be expected that load on these channels is seldom a bottleneck. 
· PDCCH resources. All RAR and contention resolution messages consume PDCCH resources even when the RA procedure fails.
· eNB processing load on user plane and eNB/CN processing load on control plane

Extreme overload scenarios were also studied in the MTC SI and results were captured in TR 37.868. In the MTC studies, it was assumed that up to 30 000 UEs access a cell over a 10 seconds time interval. However, in practical deployments, the overload situation can occur much earlier and can be a result of any kind of traffic, not necessarily due to MTC.  

2.2 Existing congestion and overload control features

In current LTE networks, there are many congestion and overload control features which help the radio network to keep the load level on a desirable level. The main mechanisms to protect overload situation are depicted in Figure 1.
First, the eNB can schedule and prioritize PDSCH, PDCCH, PUCCH and PUSCH resources based on logical channels. As the result, packets on certain QCIs as well as SRB are prioritized over less important traffic. Prioritization of the packets by scheduling control is done on all congestion levels and covers all UEs in the RRC connected state. Furthermore, it is possible to prioritize some special messages like Msg2, Msg3 and Msg4 over other data.
However, there can be situations where RACH and/or PDCCH resources become the bottleneck. With scheduling it is not possible to differentiate the initial access load on these resources as the packet type (e.g. bearer QCI) is not known by the network. In principle, if there is congestion in the RACH channel, this could be controlled by Random Access Backoff transmitted in Msg2. Random Access backoff is applicable for both the RRC connected and the RRC idle mode but threats all UEs in same way and does not make any difference in call type or such.

When the congestion situation gets worse and radio resources are not sufficient to serve the UEs according to the QCI characteristics of each bearer, a typical control mechanism is that the network releases or pre-empts the bearer or the whole UE e.g. based on ARP. This type of control is performed in the RRC connected state. In addition, if the system suffers from overload (especially in the CN), then it is possible to reject the connection attempts based on the establishment cause.

Finally, if aforementioned congestion control mechanisms are not sufficient, it is possible to bar the UEs from accessing the system at all with Access Control mechanisms. There are multiple variants of access control mechanisms, such as ACB, EAB, SSAC… in TS 36.331.

[image: image1.png]Access control (ACB/EAB...) System load

(idle mode)

Release/reject of UEs
(idle and connected mod

Random access backoff
(idle and connected mode)

Scheduling based on QCls
(connected mode)




Figure 1. Congestion and overload control in LTE.
2.3 Limitation with current overload control mechanisms
Some limitations in the current overload control mechanisms are discussed in this subsection.
The first issue is that the current access control mechanisms are not applicable when the UE is in the RRC connected state. It can be expected that many UEs stay long time in the connected state due to the chatty nature of smartphone traffic. To reduce UE power consumption and save radio resources, when there are no packets to be transmitted, UEs can be kept in the out-of-sync state during off periods. In that state, dedicated radio resources, such as D-SR, for the UE are released.  

When the uplink packet arrives for such a connected mode UE in out-of-sync state, the UE triggers Random Access. The UE identity and the logical channel group of the arriving packet is known only after Msg3 including BSR. So if RACH or PDCCH/PUSCH resources are overloaded, then the network can prioritize or downprioritize traffic only after receiving Msg3. Furthermore, in this scenario, the access type related to emergency call and the high priority call is not known by the network. Prioritization of emergency or high priority bearers can occur only after those bearers are set up. Setting up the bearers needs communication with the core network, meaning also that it takes time before prioritization of the corresponding traffic can take place. 
Second, even if the UE would be kept in the RRC idle state to be able to better control the access load, the current access control mechanisms do not differentiate the voice access from other data. Thus voice cannot be prioritized when going from the RRC idle state to the RRC connected state.
Current SSAC can be used to down prioritize IMS calls for voice and video. However, even if the UE passes SSAC test in the IMS level, it is subject to the legacy ACB test in the RRC. This means that it is not possible to control the access of normal data with ACB without also impacting voice calls. This can be seen as a severe limitation considering that VoLTE traffic typically has higher priority than e.g. background traffic.
We note that when the overload on access channels is due to an excessive number of connected mode UEs, it is always possible to release some of the UEs and thus keep the load on a manageable level. However, for voice prioritization in the idle state, there are no sufficient tools in the current specification. Assuming that time budget for this study item is rather limited, some prioritization of work should be done. We consider that VoLTE prioritization in the idle state has higher urgency.
Proposal 1 Prioritize the work on voice prioritization especially in the idle state in this study

3 Potential solutions
In this section we discuss potential solutions to solve the voice prioritization problem, mainly focusing on the idle state. 

1) Introduce a new call type for voice
It could be possible to introduce a new call type and/or establishment cause for IMS voice and video. Then this access type could be included in the list of allowed accesses in the current ACB scheme similar to high priority and emergency access. However, currently in the NAS layer of the UE it is not possible to determine which traffic is due to voice and which is not. Furthermore, it is desirable to keep AS specifications service agnostic and such a feature would break that principle. Finally, this change would have quite big standardization impact and, in the future, whenever there is a need to prioritize some traffic type, similar changes would be needed again. 
2) Introduce a new generic overload control mechanism 

To keep the RAN service agnostic, it would be better to introduce some more generic congestion control mechanism rather than introducing a new call type for voice.

In SA1, the Application and Service Access Control (ASAC) mechanism has been discussed during Rel-12 timeframe but postponed to Rel-13. With ASAC, it would be possible to control access due to different services and applications based on operator priorities. The eNB would broadcast barring parameters for different groups of applications, whereas the actual enforcement of the access control would be done above the access stratum layer.

One possible realization discussed by SA1 is that the access control is enforced in the service layer of the operating system of the phone. However, we think that such essential functionality should not be left to the operating system to implement but rather be kept in AS or NAS layer. Another difficulty comes from the grouping of the service flows to different policies. If the eNB would broadcast system information of each service flow (e.g. by means of traffic flow templates), this adds quite a bit of complexity and signaling overhead. Furthermore, the general problem is that the eNB does not have any understanding of currently active service flows meaning that it cannot estimate how much each access control policy impacts the actual load. 
One should therefore consider to perform access control based on some existing QoS related identifiers like QCI. As the UE is already aware of the QCI of each of its bearers, no additional dedicated configuration would be required. Furthermore, the amount of signaling in system information broadcast for barring certain QCIs would be simpler than in other approaches. And we think that this approach would follow the QoS concept where the RAN maintains an abstract view on services by mapping them to a limited set of QoS characteristics referred to by a QCI. Services that require different QoS (or access control) handling should be mapped on another QCI.
3) Re-use existing SSAC/ACB mechanisms 
In this solution, the current SSAC would be modified in such a way that UEs bypassing SSAC would be allowed to access the system independently of the broadcasted ACB parameters. In this way, the “double-barring problem” could be avoided. This change would be rather simple and reuse existing mechanisms. However, this solution could not be further extended for other traffic types.
4) Introduce an extended wait timer to be applicable to all UEs

With this solution, it would be possible to backoff UEs in the RRC connection Release a sufficiently long period. For example, the existing extended wait timer could be used for that. This solution could help to reduce the access load to some extend; however, the very initial accesses cannot be controlled. Furthermore, this kind of timer brings complexity, e.g. when the UE wants access for another type of traffic or changes cell. 

Proposal 2 RAN2 should discuss suitable solutions for voice prioritization considering both simplicity and further extensibility
4 Conclusion

In this contribution, we have discussed the limitations in the current congestion control mechanisms and made few proposals:

Proposal 3 Prioritize the work on voice prioritization especially in the idle state in this study
Proposal 4 RAN2 should discuss suitable solutions for voice prioritization considering both simplicity and further extensibility
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