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1
Introduction
It is likely that not all Rel12 UEs can support all different band combinations available in the future. Thus even a CA capable UE may not be capable for a given band combination. And there will also be non-CA capable Rel12 UEs. However, the small cell enhancements (at least partly) should be available to all Rel12 UEs. In this contribution we present one example way of supporting dual connectivity for single rx/tx UEs, namely TDM based dual connectivity.
TDM based dual connectivity has been proposed by some companies, e.g. [2]. In this contribution TDM switching is proposed to happen very frequently such that continuous HARQ operation is possible on both cells. The drawback of such frequent switching is that the overhead required by the RF switching wastes capacity. Here we present a TDM based dual connectivity scheme where the UE is most of the time connected to SeNB and having MeNB only as a ”backup” (e.g., only monitoring MeNB every 80 ms for some TTIs).
2
TDM based dual connectivity
One way to support dual connectivity for single rx/tx UEs is a TDM based dual connectivity. UE would be connected to two cells or eNBs in TDM manner, thus the UE would be only receiving from or transmitting to one eNB at a time. This would allow offloading to SeNB while keeping MeNB as a mobility anchor: due to TDM pattern UE can be reached by the network even if SeNB were lost and therefore, there is no need to declare RLF if SeNB is lost. MeNB mobility can be assumed to be based on normal handovers when UE is monitoring MeNB on a regular basis. TDM based dual connectivity could also allow more aggressive offloading, i.e., offloading can be started earlier and continued later than in legacy HO based offloading where especially outbound HOs have to be performed early to avoid HOFs. Furthermore, CN signaling load can be reduced while keeping MeNB as mobility anchor.

With backup type TDM dual connectivity, all data (and possibly also control) could be sent/received via SeNB. The radio connection to MeNB would be kept during the offloading as a signalling backup for mobility robustness and would allow more aggressive offloading, i.e., UE could be staying longer in the small cell.

Backup type TDM dual connectivity requires a slow TDM switching pattern, e.g., a measurement gap like pattern where UE would be monitoring MeNB during a few subframes every 80 ms, see Fig.1. The UE would in addition to measurements also monitor PDCCH in MeNB and thus UE would also be able to receive signalling (and data) directly from MeNB.
TDM based dual connectivity can be used with the same UP and CP architectures as dual radio dual connectivity, i.e., both bearer switching (architecture option 1 and 2) and bearer split (option 3) can be supported. (Figure 1 shows, as an example, option 2/3 where S1-U terminates in MeNB and thus data is passed through MeNB.) Bearer split allows faster load balancing between MeNB and SeNB since the serving cell can be selected by scheduler whereas bearer switching requires a HO type operation to switch the bearer between serving eNBs. Control messages can be sent either via MeNB only (SRB in MeNB only) or, if bearer split is supported also for SRBs, via both MeNB and SeNB. Sending SRB via MeNB implies some additional delay for the control messages since UE is not monitoring MeNB all the time (similar to DRX operation in legacy releases). However, sending the control messages via SeNB also implies some additional delay due to non-ideal Xn.
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Figure 1: Backup type TDM switching pattern
2.1
Mobility for TDM dual connectivity
Similar to dual radio dual connectivity with simultaneous rx/tx, MeNB can be used as mobility anchor and normal A3 measurement event based handovers can be used for intra-frequency mobility between MeNBs since UE is monitoring MeNB layer even when receiving data through SeNB layer. Radio link monitoring (RLM) is performed only in MeNB cell and thus RLF is declared only in MeNB.

Since MeNB is used as mobility anchor, ‘mobility’ between SeNBs can work as SCell management: network configures measurements and reporting of SCell layer, A4 event (neighbour cell becomes better than absolute threshold) can be used to configure SeNB and A2 event (serving cell becomes worse than absolute threshold) can be used to determine when to deconfigure SeNB. And A6 event (intra-frequency neighbour becomes better than an offset relative to an SCell) can be used for inter-SCell management.
3
Performance of TDM based dual connectivity
The performance of TDM based dual connectivity is evaluated with dynamic system level simulations. Both user throughput as well as mobility performance is evaluated. For details of the simulation parameters, see Annex A.
The reference case used for both throughput and mobility performance is a UE that is connected to a single cell. The notation used in the result figures is explained in the Table 1:

Table 1 Notation conventions used in the figures

	Scheme legend
	Meaning

	‘TDM’
	TDM based dual connectivity for non-CA capable UEs

	‘Inter-site CA’
	Inter-site CA with semi-independent scheduler

	‘Legacy non-CA no RE’
	Legacy UEs, that are not CA capable and for which we have not used the range extension

	‘Legacy non-CA RE 2’
	Legacy UEs, that are not CA capable and for which we have used the range extension of 2dB


In case of throughput studies (3 kmph) UEs are in hotspot, while for mobility studies the users are free-moving. In addition, TDM pattern considered in our studies for the TDM dual connectivity scheme was: 74 ms SeNB, 6 ms MeNB. All the results are without DRX. 
3.1 Throughput

For the throughput analysis, we have used FTP model 1 type of traffic, according to [3].
Figure 2 illustrates the throughput of TDM based dual connectivity vs. legacy single connectivity. Figure 2 a) shows offered load vs. 5-percentile throughput and Figure 2 b) shows offered load vs. 50-percentile throughput. We have considered two different settings for configuring/deconfiguring SeNB. These are given in Table 2.
Table 2 RSRQ thresholds for small cell configuration for TDM based dual connectivity cases
	Figure 2
	RSRQ thresholds for small cell configuration [dB]

	Legend
	A4
	A2

	TDM 
	-18
	-22

	Inter-site CA
	-21
	-25


For legacy non-CA cases, the parameters are given in Table 3.
Table 3 Parameter settings for legacy non-CA cases
	Figure 2
	Legacy non-CA cases

	Range Extension
	2 dB or 0dB

	A3 RSRQ based: Inter-frequency MeNB-SeNB HO offset 
	2 dB

	A3 RSRP based: Intra-frequency MeNB HO offset
	2 dB

	A3 RSRP based: Intra-frequency SeNB HO offset
	1 dB

	TimeToTrigger
	160 ms


These settings are selected for getting the most out of each three scheme, to get a fair evaluation of the potential throughput gain. As these throughput cases are studied for 3km/h speed, no mobility problems are expected and mobility performance is studied separately in Section 3.2.

For legacy we have considered two different settings. ‘Legacy non-CA no RE’ represents a case optimized for mobility robustness and ‘Legacy non-CA RE 2’ is optimized for throughput. In case of legacy cases, UEs are doing SeNB changes based on A3, i.e. legacy HO, while TDM achieves similar SeNB change based on A2 and A4 events.
Looking at the offered load vs. 5-percentile throughput statistics, TDM based dual connectivity with rather aggressive offloading (configuring SeNB) gives similar performance than legacy single connectivity case with 2 dB RE. Inter-site CA provides gain over both schemes as expected, taking advantage of aggregated spectrum. On the other hand, legacy non-CA without RE loses quite much in the comparison.

[image: image2.png]5-percentile throughput [Mbit/s]

Offered load vs. 5-percentile throughput

Offered load [Mbit/s]

= === Legacy non-CA no-RE = ===Legacy non-CA RE 2 = =TDM

Inter-site CA





a)
[image: image3.png]50-percentile throughput [Mbit/s]

Offered load vs. 50-percentile throughput

N
@

N
S)

.
@

10

10 15 20 25 30 35
Offered load [Mbit/s]

= Legacy non-CA no-RE =Legacy non-CA RE 2 = =TDM

Inter-site CA





b)

Figure 2 Throughput of TDM based dual connectivity vs. legacy single connectivity

In terms of offered load vs. 50-percentile throughput, TDM based DC performs close to the legacy case with 2 dB RE, while inter-site CA provides gain that is substantial at lower load and even at moderate to higher load. Legacy without RE gives the worst median throughput due to conservative offloading, as expected.
3.2 Mobility

For the mobility analysis, we have used FTP model 2 type of traffic, according to [3]. The reason for not using FTP model 1 as in throughput analysis is that model 1 doesn’t include the reading times between the FTP files and thus doesn’t fully display the potential mobility problems. FTP model 1 has just one file transfer per call so each UE stays in the system on average very short time, whereas in FTP model 2 there are multiple file transfers and reading times in between, so that the call is long enough to observe mobility performance. On the other hand with FTP model 2 the offered load could not be controlled as accurately. The thresholds and legend notations for the simulation cases presented in Figure 3 are the same as for throughput simulations, see Table 1-Table 3.
All four compared schemes have been studied for 3km/h, 30km/h and up to 60km/h in order to study the mobility robustness. For the mobility robustness analysis, the cases correspond to a high load case, i.e. the “worst case” to better illustrate potential mobility problems. 
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Figure 3 RLFs per UE for TDM based dual connectivity compared to legacy single connectivity and dual connectivity with dual rx/tx

Figure 3 illustrates the radio link failures (RLFs) per UE for TDM based DC compared to legacy single connectivity and dual connectivity with dual rx/tx, without DRX. It can be observed that with low speed, there is no mobility problem in any of the cases, as expected. Increasing the speed, the number of RLFs starts increasing for legacy with 2 dB RE, while for TDM based DC it is kept at a low level, comparable with full dual connectivity. The reason is that in inter-site CA and TDM based DC cases the MeNB at macro layer is used as mobility anchor. In the legacy case without RE the number of RLFs is close to to TDM based DC, but due to too conservative offloading the price is low throughput, as seen in Figure 2.
From the results shown here we can see that by applying TDM based dual connectivity it is possible to use more aggressive offloading of the UE to the small cell without increase in RLFs. A legacy UE would either have to be using RE to get same offload performance as when using TDM based dual connectivity with a cost of increase in RLFs. Alternatively the offloading would need to be less aggressive which negatively impacts the experienced throughput. Therefore we see TDM based dual connectivity as a solution that can ensure better offloading performance without the cost of increased RLFs when compared to legacy.

4
Conclusion
In this contribution we have presented TDM based dual connectivity scheme where the UE is most of the time connected to SeNB and having MeNB only as a ”backup” (e.g., only measuring and monitoring MeNB every 80 ms for some TTIs). UE would be connected to two cells or eNBs in TDM manner, thus the UE would be only receiving from or transmitting to one eNB at a time. This would allow offloading to SeNB while keeping MeNB as a mobility anchor.

Performance results show that by applying TDM based dual connectivity, it is possible to use more aggressive offloading of the UE to the small cell without any decrease in mobility performance. A legacy non-CA UE would either have to be using range extention to get the same throughput performance or the offloading would need to be less aggressive to achieve the same mobility performance. 

Based on the results we propose:

Proposal: RAN2 to discuss solutions for single rx/tx UEs and add the attached text proposal with performance results showing the technology potential into TR as an example of small cell enhancement for single rx/tx UEs.
Beginning of Text Proposal

7.1.3
TDM based dual connectivity for single rx/tx UEs (for Scenario #2)

One way to support dual connectivity for single rx/tx UEs is a TDM based dual connectivity. UE would be connected to two cells or eNBs in TDM manner, thus the UE would be only receiving from or transmitting to one eNB at a time. This would allow offloading to SeNB while keeping MeNB as a mobility anchor: due to TDM pattern UE can be reached by the network even if SeNB were lost and therefore, there is no need to declare RLF if SeNB is lost. MeNB mobility can be assumed to be based on normal handovers when UE is monitoring MeNB on a regular basis. TDM based dual connectivity could also allow more aggressive offloading, i.e., offloading can be started earlier and continued later than in legacy HO based offloading where especially outbound HOs have to be performed early to avoid HOFs. Furthermore, CN signaling load can be reduced while keeping MeNB as mobility anchor.
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Figure 7.1.3-1: TDM based dual connectivity with “backup” type TDM switching pattern
7.1.3.1
Analysis of technology potential
This section looks into throughput and mobility performance for dual connectivity for single rx/tx UEs in a TDM based dual connectivity. Detailed simulation assumptions are given in Annex A.

Table 4 Notation used in the figures

	Scheme legend
	Meaning

	‘TDM’
	TDM based dual connectivity for non-CA capable UEs

	‘Inter-site CA’
	Inter-site CA with semi-independent scheduler

	‘Legacy non-CA no RE’
	Legacy non-CA UEs, that are not CA capable and for which we have not used the range extension. This setup is optimized for mobility.

	‘Legacy non-CA RE 2’
	Legacy non-CA UEs, that are not CA capable and for which we have used the range extension of 2dB. This setup is optimized for throughput.


7.1.3.1.1
Throughput performance
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Figure 2 Throughput of TDM based dual connectivity vs. legacy single connectivity

Looking at the 5-percentile user throughput as function of offered load statistics, TDM based dual connectivity with rather aggressive offloading (i.e. configuring SeNB) gives similar performance than legacy single connectivity case with 2 dB RE (throughput optimized setup). In terms of offered load vs. 50-percentile user throughput, TDM based DC performs close to the legacy case with 2 dB RE. In both cases, Inter-site CA provides gain over both schemes as expected, taking advantage of aggregated spectrum. On the other hand, legacy case without RE (mobility optimized setup) results in significantly worse throughput due to conservative offloading.
7.1.3.1.2
Mobility performance
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Figure 3 RLFs per UE for TDM based dual connectivity compared to legacy single connectivity and dual connectivity with dual rx/tx

Figure 3 illustrates the radio link failures (RLFs) per UE for TDM based DC compared to legacy single connectivity and dual connectivity with dual rx/tx, without DRX. It can be observed that with low speed, there is no mobility problem in any of the cases, as expected. Increasing the speed, the number of RLFs starts increasing for legacy with 2 dB RE, while for TDM based DC it remains at a low level, comparable with full dual connectivity. The reason is that in inter-site CA and TDM based DC cases the MeNB at macro layer is used as mobility anchor. In the legacy case without RE the number of RLFs is close to to TDM based DC, but due to too conservative offloading the price is low throughput, as seen in Figure 2.

From the results shown here we can see that by applying TDM based dual connectivity it is possible to use more aggressive offloading of the UE to the small cell without increase in RLFs. A legacy non-CA UE would have to be using RE to get same offload performance as when using TDM based dual connectivity with a cost of increase in RLFs. Alternatively the offloading would need to be less aggressive which negatively impacts the experienced throughput. Therefore we see TDM based dual connectivity as a solution that can ensure better offloading performance without the cost of increased RLFs when compared to legacy.

End of Text Proposal
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Annex A: Simulation parameters
	Feature/Parameter
	
	Value/Description

	DRX
	No DRX used
	-

	Intra and inter-frequency handover parameters
	Handover criteria

A3 baseline offset

A3 baseline time-to-trigger
	See Tables

	Traffic parameters
	FTP model 2 used for  mobility robustness

FTP model 1used for throughput analysis
	See reference [3]

	Bandwidth
	
	10 MHz + 10 MHz

	IFFT/FFT length
	
	1024

	Duplexing
	
	FDD

	Number of sub-carriers
	
	600

	Sub-carrier spacing
	
	15 kHz

	Resource block bandwidth
	
	180 kHz

	Sub-frame length
	
	1 ms

	Reuse factor
	
	1

	Number of symbols per TTI
	
	14

	Number of data symbols per TTI
	
	11

	Number of control symbols per TTI
	
	3

	3GPP Macro Cell Scenario
	Cell layout
	21 sectors/7 BSs

	
	Inter site distance (ISD)
	500 m

	Pico cell layout
	Cluster distance to macro
	Minimum 75 m

	
	Distance between clusters
	Minimum 100 m

	
	Distance between picos
	Minimum 20 m

	
	Cluster radius
	50 m

	
	Cluster location
	Random

	
	Clusters/macro cell
	1

	
	Picos/cluster
	4 

	Macro-pico deployment type
	
	Inter-frequency

	Distance-dependent path loss
	Macro cell model (TS 36.814, Model 1)
	128.1 + 37.6log10(r)

	
	Pico cell model (TS 36.814, Model 1)
	140.7 + 36.7log10(r)

	BS Tx power
	Macro

Pico
	46 dBm

30 dBm

	Shadowing standard deviation
	Macro

Pico
	8 dB

10 dB

	Shadowing correlation between cells/sectors
	
	0.5 / 1.0

	Shadowing correlation distance
	Macro

Pico
	50 m

13 m

	Multipath delay profile
	
	Typical Urban

	UE speed
	
	3, 30, 60 km/h

	Intra-frequency measurement
	L1 measurement cycle

Measurement bandwidth

Measurement error standard deviation

L1 sliding window size

L3 filtering
	40 ms

6 RBs

2 dB

5

Disabled

	Inter-frequency measurement gaps
	Interval

Duration
	80 ms

6 ms

	Handover preparation time
	
	50 ms

	Handover execution time
	
	40 ms

	Radio link failure monitoring
	Qout threshold

Qin threshold

T310
	-8 dB

-6 dB

1000 ms

	Cell detection model
	
	Enabled

	Receiver diversity
	
	2x2 MIMO with rank adaptation



_1441034615.vsd
S1



