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1. Introduction
As a solution for SCE, dual connectivity is being investigated.  Although it is still FFS whether we employ the bearer split or not, it will be worth discussing which should be supported, Alt. 3C or Alt 3D for bearer split. 
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In this contribution, it is discussed the way forward for bearer split option for SCE UP architecture.
2. Discussion
2.1. Comparison of 3C and 3D
In [1], the comparison table for the UP architecture options was provided.  To have a pure comparison of 3C and 3D, we extract the delta in Table 1 below omitting the same comments.
Table 1: Comparison table of 3C and 3D (showing the delta)

	Comparison item
	3C
	3D

	Xn interface
	Transfer of PDCP PDUs (
Opens interaction between RLC and PDCP (
	Transfer of RLC PDUs (
Transfer of RLC Status Reports (unless MAC is made aware to transmit them over MeNB always) (

	PDCP
	RLC bearer selection required in Tx side ( 

PDCP to become responsible for reordering data from two parallel RLC bearers in Rx side (
PDCP buffer for reordering need to be dimensioned to cope with Xn latencies (
If Xn cannot always guarantee reliable delivery, not all PDCP PDUs may reach MeNB from SeNB or SeNB from MeNB. As a result, PDCP at Rx side will also have to able to conclude when to ignore reception gap (by e.g. using some reordering timers similar to RLC to decide if to wait for the PDCP packet or not)  (
	No impact (

	RLC
	No impact (
Two RLC entities required for split bearer (
	One Master + one Slave RLC entity per bearer on eNB side (
backhaul delay becomes part of RLC RTT and extension of RLC SN space may be required, which in turn may increase buffering requirements (
eNB selection needed at master RLC transmitter (
application with RLC UM requires adoption of UMD PDU Segment (
Re-segmentation header (SO - 2bytes) always added to SeNB RLC PDUs during segmentation (
care needs to be taken at SeNB that RLC Status PDU cannot be segmented (

	MAC TX UE
RLC PDUs
	For split bearers, although the UE is free to select an eNB where to send data first, RLC retransmissions must always target the same eNB → one MAC entity per eNB + one to one mapping between MAC entity and RLC entities (
	For split bearers, the UE is always free to select an eNB where to send data (first transmissions and re-transmissions) (

	MeNB processing of SeNB traffic
	Down to PDCP level followed by routing (
	Down to RLC level followed by routing (

	Buffering Requirements
	Bearer splitting implies increased reordering-buffering requirement, either to UE or MeNB (
	Bearer splitting implies increased reordering-buffering requirement, either to UE or MeNB (
RLC SN space may require extension, because Xn delay becomes part of ARQ RTT (


For each item, we would like to provide what criteria will be important from one operator point of view. Specifically, we will analyze the performance and the flexible installation of the small cells.
2.1.1  Xn interface

In this aspect, it is pointed out that there will be the impact of the delivery of PDCP/RLC PDU over Xn I/F and the open interaction between PDCP and RLC. We think that with either 3C or 3D, Xn will have some impact of delivering PDUs. Thus this aspect will not be a decisive criteria from deployment point of view. 
Observation1: The Xn interface aspect will not be a key to differentiate 3C and 3D, from deployment point of view. 
2.1.2  PDCP aspect
For 3C, some impacts are foreseen such as the responsibility for routing and reordering, the additional buffer (this will be discussed in sub-clause 2.1.6), multiple-RLC support and PDCP Rx window update delay (such addressed in [2]). About the responsibility for routing function, such aspect is generally needed for bearer split option and will be discussed in sub-clause2.1.7. Support of multiple-RLCs will have some impact on UE. But the legacy RLC protocol stack can be reused. Then, about reordering the multiple –RLC streams in PDCP layer, in [2],  it is addressed that TCP reaction will be delayed, when in-sequence delivery is not provided under the layer who is responsible for discarding, which may be disadvantage of Alt3C. This is because, in Alt3C, PDCP cannot know whether the out-of-sequence PDCP PDU is in fly or has been already discarded in eNB, so PDCP anyway has to wait for the PDCP reordering timer expiry to update PDCP Rx window. In this section, it will be discussed in which case such TCP packet-loss detection delay (in other words, PDCP Rx window update delay) will be problematic. 

For simplicity, we assume that PDCP PDU with odd number of PDCP SN will be transmitted via SeNB to UE, while PDCP PDU with even number of PDCP SN will be transmitted from MeNB to UE directly. No RLC concatenation/segmentation is performed. NW attempts to transmit 4 PDCP PDUs (PDCP SN = 0,1,2,3) to UE. 

· Case 0) Normal case (no discarding, Fig.1)

· Alt-3C: When PDCP PDU (PDCP SN = 1) is successfully received from SeNB at first, PDCP waits for PDCP PDU from MeNB (PDCP SN = 0).

· Alt-3D: When RLC PDU (PDCP SN = RLC SN = 1) is successfully received from SeNB at first, RLC waits for RLC PDU from MeNB (PDCP SN = RLC SN = 0).

From above, there is no difference in the PDCP Rx window update delay between 3C and 3D.  
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Fig.1:
PDCP Rx window update in Case 0

· Case 1) Some of PDCP PDUs stored in MeNB are discarded (Fig.2)
It is assumed that PDCP PDU (PDCP SN = 0) was discarded in MeNB.
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Fig.2:
PDCP Rx window update in Case 1

· Alt-3C: When PDCP PDU (PDCP SN = 1) is successfully received at first, PDCP waits for PDCP PDU (PDCP SN = 0) while starting PDCP reordering timer for this PDCP PDU. However, when PDCP receives PDCP PDU (PDCP SN = 2) from MeNB, PDCP can detect that PDCP PDU (PDCP SN = 0) was already discarded. Therefore, PDCP can update the PDCP Rx window before the PDCP reordering timer expiry.   

· Alt-3D: When RLC PDU (PDCP SN = 1, RLC SN = 0) is successfully received at first, RLC delivers the PDCP PDU to PDCP, and PDCP is aware of PDCP PDU (PDCP SN = 0) was discarded.

From above, Alt-3D has the advantage that PDCP can update Rx window earlier (so, TCP can react earlier) than Alt-3C in this case. But, even with Alt-3C, PDCP can detect PDCP PDU discarding in eNB before PDCP reordering timer expiry, when UE receives following PDCP PDUs. Moreover, such gap can be considered even today.   

· Case 2) All the PDCP PDUs stored in MeNB are discarded (Fig.3)
It is assumed that all the PDCP PDU (PDCP SN = 0, 2) were discarded in MeNB.
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Fig.3:
PDCP Rx window update in Case 2

· Alt-3C: When PDCP PDU (PDCP SN = 1) is successfully received, PDCP waits for PDCP PDU (PDCP SN = 0) while starting PDCP reordering timer for this PDCP PDU. Because PDCP has no mean to detect discarding, PDCP Rx window cannot be updated until PDCP reordering timer expires.   

· Alt-3D: When RLC PDU (PDCP SN = 1, RLC SN = 0) is successfully received, RLC delivers the PDCP PDU (PDCP SN = 1,3) to PDCP, and PDCP is aware of PDCP PDUs (PDCP SN = 0, 2) were discarded.

From above, Alt-3D has the advantage that PDCP can update Rx window earlier (so, TCP can react earlier) than Alt-3C in this case, because PDCP will suspend Rx window updating until PDCP reordering timer expiry which may cover max RLC retx, Xn latency etc. However, it is suspicious that such case will actually occur, because when MeNB is so congested that all the buffered data are discarded, NW will not configure bearer split.

From above analysis, PDCP can detect PDCP discarding before PDCP reordering timer expiry, even when reordering is performed in PDCP. 

Observation2: PDCP aspect will not make much difference from performance point of view, since PDCP Rx window update delay will not introduce much degradation in 3C
2.1.3  RLC aspect
For 3D, some impacts are foreseen such as RLC RTT extension due to the Xn latency, the routing function, the introduction of re-segmentation function for control PDU and UMD PDU and the overhead of RLC header. About RLC RTT extension, in [2], it is indicated that even with the current SN length, 500Mbps can be supported. We think that RLC RTT extension will have some impact on the additional required buffer in MeNB compared to 3C (but, will be discussed in sub-clause 2.1.6). The routing function will be anyway needed as mentioned in the previous sub-clause.  For the introduction of re-segmentation for UMD PDU and RLC control PDU, UMD PDU is generally applied for voice service, and it will be safer to provide it on macro-cell layer not to have interruption due to removal/change of a small cell. So, there may be no need to re-segment for UMD PDU. But, for the RLC control PDU, some enhancement will be needed. Finally, for the overhead of RLC header, if SeNB always re-segment the RLC PDU delivered from Master-RLC, SO field will always be the additional overhead. However, assuming the small cell supports the wide bandwidth such as 20MHz or more, the additional overhead will not be so severe.
Observation3: RLC aspect will not make much difference from performance point of view
2.1.4 MAC aspect
As the difference from MAC point of view, it is mentioned that with 3C, one-to-one relation of MAC and RLC will introduce the restriction that RLC re-transmission has to be performed in terms of MAC entity where the initial RLC transmission was done. But it is not clarified that how much degradation can be foreseen with such restriction.
Observation4: It is not clear whether MAC Tx impact will actually differentiate 3C and 3D.  
2.1.5  MeNB processing of SeNB traffic

For the SeNB traffic, MeNB has some steps, firstly creates PDCP/RLC PDU, then determines whether to transmit to UE directly or deliver it to SeNB according to the flow controller. In case of 3D, flow control should manage the data routing more sensibly than 3C. This is because when so many PDCP PDUs associated with the same RLC SN, SeNB will cut it into many pieces, and if some are nacked, large size of RLC control PDU including NACK_SNs and SOstart/end will be feedbacked, which will make master-RLC busy in housekeeping. But, when master-RLC delivers many RLC PDUs to SeNB at the same time, there will be a risk of RLC Tx window stalling or RLC retransmission may be triggered regardless of that initial RLC transmission is not done yet. On the other hand, in case of 3C, even when so many PDCP PDUs are delivered to SeNB there will no risk of Tx window stalling and duplicated transmission (because PDCP will not re-transmit PDCP PDU except in the case of RLC re-establishment). 
Observation5: More sensible flow control will be needed in 3D. 
2.1.6  Buffering Requirement

For UE’s buffer, it is mentioned that 3C requires a larger buffer than 3D. This is because PDCP reordering timer will cover max number of RLC buffer, Xn latency, etc. However, we are wondering if 3C actually requires a larger buffer for UE in total. This is because as indicated sub-clause 2.1.2 case 0, in normal case, the PDCP Rx window update delay will not differ in 3C and 3D. It means that the data size to be reordered is not differ from layer 2 (RLC + PDCP) in total (the difference is which layer buffer the data). Therefore, UE’s buffer requirement will not be a key.

For eNB’s buffer, 3D will require more buffer in total (MeNB + SeNB).  To achieve the peak rate, eNB should accommodate the following size of DL data:

Total required buffer size = TCP window size + total un-acked RLC PDU size



  = (E2E RTT * DL data rate) + (RLC RTT * DL data rate)



  = (E2E RTTMeNB + RLC RTTMeNB) * DL data rateMeNB + (E2E RTTSeNB + RLC RTTSeNB) * DL data rateSeNB
If RLC RTT in the air is almost equal between MeNB and SeNB, RLC RTTSeNB = RLC RTTMeNB +2*Delay(Xn one way), the required buffer in each eNB is calculated as below: 
Table 2: Required buffer size in eNBs of 3C and 3D
	Required buffer size
	3C
	3D

	Data transmitted in MeNB
	(E2E RTTMeNB + RLC RTTMeNB) * DL data rateMeNB
	(E2E RTTMeNB + RLC RTTMeNB) * DL data rateMeNB

	Data transmitted in SeNB
	(E2E RTTSeNB + RLC RTTSeNB) * DL data rateSeNB
=(E2E RTTSeNB + RLC RTTMeNB) * DL data rateSeNB
	(E2E RTTSeNB + RLC RTTSeNB) * DL data rateSeNB
=(E2E RTTSeNB + RLC RTTMeNB + +2*Delay(Xn one way)) * DL data rateSeNB


Let’s assume that E2E RTTMeNB = 80 [ms], RLC RTTMeNB = 30 [ms], DL data rateMeNB = DL data rateSeNB =150 [Mbps] and Delay (Xn one way) = 30 [ms]. Then, 3C will require 5.25 [MB] and 3D will require 6.375 [MB] respectively, which is the extra 21 [%] buffer is required in 3D. Note that if all the RLC control PDU is transmitted on small cell, the more extra buffer will be required, because RLC RTT in macro-cell layer will be extended due to Xn delay. 
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Moreover, Alt-3D has to store all the DL PDCP PDU in MeNB, therefore, the buffer in MeNB can be necked when deploying many small eNBs associated the MeNB. 
Observation6: The buffering requirement for 3D will be more severe than 3C.
2.1.7  Interruption during SeNB addition/removal/change

Although this aspect is not clearly mentioned in the comparison table, we would like to discuss whether this aspect will differentiate 3C and 3D or not. Note that SeNB change is the combination of removal and addition, so let’s focus on SeNB addition and removal.  In case of SeNB addition, MeNB will starts to deliver some data to SeNB when MeNB confirms SeNB addition is completed from UE. Even during the procedure, MeNB can schedule the UE, because UE is already ready to reorder them both with 3C and 3D. On the other hand, in case of SeNB removal, 3C may have some interruption during the procedure. This is because in 3C, MeNB should suspend scheduling the UE until reordering of the PDCP PDUs stored in MeNB and those forwarded back from SeNB is completed because PDCP in UE will not ensure in-sequence delivery anymore, while 3D is not required to suspend (MeNB can directly re-transmit RLC PDU according to RLC status report from UE). We think that the interruption will be similar to that of HO today, because the procedure seems alike. Moreover, such interruption is not severe for BE service.
Observation7: 3C will have HO like interruption during SeNB removal.
2.2. Summary of 3C and 3D comparison
Taking into account the above analysis, the comparison table is updated as in Table 3 below.   
Table 3:
Updated comparison table of 3C and 3D
	Comparison item
	3C
	3D
	Note

	Xn interface
	Transfer of PDCP PDUs (
Opens interaction between RLC and PDCP (
	Transfer of RLC PDUs (
Transfer of RLC Status Reports (unless MAC is made aware to transmit them over MeNB always) (
	Will not be a criteria to differentiate 3C and 3D

	PDCP
	RLC bearer selection required in Tx side ( 

PDCP to become responsible for reordering data from two parallel RLC bearers in Rx side (
PDCP buffer for reordering need to be dimensioned to cope with Xn latencies (
If Xn cannot always guarantee reliable delivery, not all PDCP PDUs may reach MeNB from SeNB or SeNB from MeNB. As a result, PDCP at Rx side will also have to able to conclude when to ignore reception gap (by e.g. using some reordering timers similar to RLC to decide if to wait for the PDCP packet or not)  (
	No impact (
	Will not make big difference, but not clear in UE impact.

	RLC
	No impact (
Two RLC entities required for split bearer (
	One Master + one Slave RLC entity per bearer on eNB side (
backhaul delay becomes part of RLC RTT and extension of RLC SN space may be required, which in turn may increase buffering requirements (
eNB selection needed at master RLC transmitter (
application with RLC UM requires adoption of UMD PDU Segment (
Re-segmentation header (SO - 2bytes) always added to SeNB RLC PDUs during segmentation (
care needs to be taken at SeNB that RLC Status PDU cannot be segmented (
	Will not make big difference, but not clear in UE impact.

	MAC TX UE
RLC PDUs
	For split bearers, although the UE is free to select an eNB where to send data first, RLC retransmissions must always target the same eNB → one MAC entity per eNB + one to one mapping between MAC entity and RLC entities (
	For split bearers, the UE is always free to select an eNB where to send data (first transmissions and re-transmissions) (
	Not clear whether it makes big difference

	MeNB processing of SeNB traffic
	Down to PDCP level followed by routing (
	Down to RLC level followed by routing (
	More sensible flow control will be required.

	Buffering Requirements
	Bearer splitting implies increased reordering-buffering requirement, either to UE or MeNB (
	Bearer splitting implies increased reordering-buffering requirement, either to UE or MeNB (
RLC SN space may require extension, because Xn delay becomes part of ARQ RTT (
	The buffering requirement will be more severe in 3D.

	Management of SeNB
	Possible HO like interruption (
	No interruption (
	May not be servere


From performance point of view, both options could work. However, from deployment point of view, 3C may have some advantages. When deploying the small cells, it will be desirable to deploy many small cells with a cost-effective manner. Specifically, deployment of small cell should not cause additional MeNB’s requirement as much as possible. The additional requirement for eNB’s buffer in 3D may become problem, because all the buffers should be stored in MeNB. Furthermore, the flow control requirement will be more severe with 3D. Considering that 3C does not imply significant performance degradation, we think that 3C is a better option from deployment point of view.
Proposal1: Confirm to investigate bearer split option based on Alt-3C
Furthermore, to complete the comparison table in TR, it is also proposed to capture the management of SeNB comparison.

Proposal2: Capture the management of SeNB perspective in the comparison table in TR
3. Summary and proposal
In this contribution, the way forward for bearer split option was addressed, and followings are observed:
Observation1: The Xn interface aspect will not be a key to differentiate 3C and 3D, from deployment point of view. 

Observation2: PDCP aspect will not make much difference from performance point of view, since PDCP Rx window update delay will not introduce much degradation in3C
Observation3: RLC aspect will not make much difference from performance point of view,
Observation4: It is not clear whether MAC Tx impact will differentiate 3C and 3D.  

Observation5: More sensible flow control will be needed in 3D. 
Observation6: The buffering requirement will be more severe in 3D.

Observation7: 3C will have HO like interruption during SeNB removal.

Finally, following is proposed:
Proposal1: Confirm to investigate bearer split option based on Alt-3C
Proposal2: Capture the management of SeNB perspective in the comparison table in TR
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