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1
Introduction
In 3GPP TSG RAN WG2 #82 meeting it was agreed that the simulations (assuming ideal backhaul, no protocol impact, distributed RRH deployment like in Rel-11 CA, etc.) provided during the meeting indicate that for scenario 2 inter-node radio resource aggregation shows technology potential in terms of per-user throughput. The observed technology potential justified continuing investigating protocol architectures that support bearer split. During the meeting it was also agreed that the gains achievable with a realistic realization of inter-node radio resource aggregation (considering e.g. backhaul delay, backhaul capacity and protocol impact) should be evaluated and compared with existing functionalities (e.g. with/without CA, eICIC, etc.) later. 
In this contribution we evaluate the performance gain of inter-node resource allocation in scenario 2 relatively to the same scenario (i.e. different frequency bands separately assigned to the macro and the small cell layer) but without support of bearer split i.e. inter-node resource allocation. The focus is on the impact of backhaul latency and realistic flow control between MeNB and SeNB on the performance of inter-node resource allocation.
In this revised version we updated the results so that the effect of non-ideal backhaul (backhaul latency) is not only taken into account in the flow control algorithm, but also when MeNB and SeNB exchange information on the past scheduled throughput for scheduling purposes. Information on the past scheduled throughput at MeNB and SeNB is used by the independent schedulers in SeNB and MeNB, respectively, when calculating the scheduling metric for the corresponding UE.
2
Simulation model and assumptions
In this section we describe in more details how the effect on non-ideal backhaul (and of backhaul latency in particular) is modelled in the simulations. 
First of all we discuss the criteria used to decide whether a UE should be configured with inter-node carrier aggregation. In the simulations with non-ideal backhaul we assume that a UE is configured with inter-node carrier aggregation if the full load RSRQ to the best (i.e. with highest RSRQ) small cell is higher than a certain thresholds. This is to avoid that UEs connect to a small cell with relatively poor link quality. Different threshold values are assumed in different load conditions (see Table 1). Alternatively to the proposed approach, RSRQ measurements from the UE (i.e. including the impact of varying load in the serving as well as in interfering cells) could also have been used. 
UEs that are not configured with inter-eNB carrier aggregation perform RSRQ-based cell selection. A range extension offset of 1dB is assumed for small cells. 
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Figure 1: Configuration of inter-node carrier aggregation and initial SeNB buffer size
when assuming non-ideal backhaul
For UEs configured with inter-node carrier aggregation, a certain amount of data is initially transmitted to the SeNB buffer at the beginning of the data session. The amount of data initially forwarded to the SeNB also depends on the full load RSRQ to the corresponding small cell eNB. This is to guarantee that the SeNB buffer does not run out of data in the beginning of the packet data session, while at the same time avoiding that a too large amount of data is initially forwarded to the SeNB (potentially causing excessive buffering delay at the SeNB).

Figure 1 schematically illustrates the configuration of inter-node carrier aggregation and initial buffer size at the SeNB buffer when assuming non-ideal backhaul.
NOTE: 
In the simulations with ideal backhaul it is assumed that all UEs are configured with inter-node carrier aggregation.

Then, a rather simple flow control mechanism is implemented. With given periodicity (flow control periodicity) the SeNB transmits towards the MeNB requests to forward a specific amount of data. Upon receiving a data forward request the MeNB forwards the corresponding amount of data to the SeNB. The amount of data requested by the SeNB is determined based on:

(1) the current amount of data in the SeNB buffer,
(2) the experienced throughput at the SeNB (averaged using a specific averaging window),
(3) the target buffering delay at the SeNB buffer (parameter), and
(4) pending data forward requests to the MeNB (i.e. data forward requests already transmitted by the SeNB, but for which the corresponding data has not yet arrived in the SeNB buffer). 
NOTE: 
Pending data forward requests only need to be considered if the flow control periodicity is lower than two times the backhaul latency.
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Figure 2: Flow control model
The backhaul latency is modelled as a fixed delay that is added every time a data forward request is transmitted from the SeNB to the MeNB, and every time U-plane data is forwarded from the MeNB buffer to the SeNB buffer. In practice this means that the time elapsing between the SeNB sending a data forward request to the MeNB and the SeNB receiving the corresponding amount of data from the MeNB is twice the backhaul latency.
RLC/PDCP protocols are not explicitly modelled. However, the effects of non-ideal backhaul on the performance of bearer split/inter-node resource aggregation are evaluated looking at the statistics of the SeNB buffering time.
Regarding the scheduler implementation, packet scheduling is performed almost independently at MeNB and SeNB. The only information that is exchanged between MeNB and the SeNB is the past scheduled throughput at MeNB and SeNB. In this way the independent schedulers at macro and small cell can still offer efficient inter-layer load balancing, thereby allowing for more fair distribution of the radio resources among UEs. Information on the past scheduled throughput at MeNB (SeNB) is only transmitted from the MeNB (SeNB) to the SeNB (MeNB) periodically. The backhaul latency is taken into account when information on past scheduled throughput is exchanged between MeNB and SeNB.  

NOTE: 
The past scheduled throughput averaging window at SeNB is typically different whether it is used for packet scheduling or flow control purposes.
The most relevant simulation parameters related to the implementation of non-ideal backhaul are reported in Table 1 for backhaul latencies of 5 ms and 20 ms. The general simulation assumptions are given in Appendix A (Table 2), and more detailed assumptions can also be found in Annex A of 3GPP TR 36.872 [6] (scenario 2a).
Table 1: Simulation parameters (and setup) related to the implementation of non-ideal backhaul
	Backhaul latency
	5ms
	20 ms

	SeNB target buffering time
	25 ms
	50 ms

	Flow control periodicity
	5 ms
	5 ms

	SeNB full load RSRQ threshold LOW
	-15 dB/-14 dB
	-15 dB/-14 dB

	SeNB full load RSRQ threshold HIGH
	-12 dB/-11 dB
	-12 dB/-11 dB

	Initial SeNB buffer size LOW
	0.1 Mbit
	0.1 Mbit

	Initial SeNB buffer size HIGH
	1 Mbit
	1 Mbit

	SeNB past scheduled throughput averaging window (for flow control purpose)
	20 ms
	50 ms

	Past scheduled throughput exchange period (for scheduling purpose)
	50 ms
	50 ms


3
Performance evaluation
In this section we provide simulation results according to the simulation model and assumptions presented in Section 2. First we provide per-user throughput results, and compare the performance of inter-node carrier aggregation in scenario 2 with non-ideal backhaul to the performance w/o inter-node carrier aggregation and with ideal inter-node carrier aggregation. Then we provide statistics of the buffering time experienced at the SeNB in case of inter-node carrier aggregation with non-ideal backhaul in order to evaluate the potential impact of bearer split on the delay experienced by U-plane data transmitted via the SeNB (and the consequent impacts on the UE re-ordering buffer and sequence number space requirements).
3.1
Throughput performance
Figures 2 and 3 compare the 5%-ile and 50%-ile user throughput performance with and w/o inter-node carrier aggregation, and for cases with carrier aggregation assuming both ideal and non-ideal backhaul. Results show that even assuming non-ideal backhaul with backhaul latency in the range between 5 to 20 ms, inter-node carrier aggregation is still able to provide significant per-user throughput gains and relatively close to the technology potential obtained assuming ideal backhaul. If we define the capacity of the system as the offered load that can be carrier while guaranteeing a 5%-ile user throughput of 5 Mbps, inter-node carrier aggregation with non-ideal backhaul can still provide a capacity gain in the order of 70%.
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Figure 3: 5%-ile user throughput
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Figure 4: 50%-ile user throughput
NOTE: 
The throughput figures reported in this contribution are different compared to the figures we previously reported in [4] (and that were also captured in [2]) since the simulation assumptions were updated based on the definition of scenario 2a in 3GPP TR 36.872 [5]. For example, results in [4] assumed small cell uniformly distributed within the macro cell area, while in this contribution we assume clusters of small cells.
Observation 1: The per-user throughput performance of inter-node carrier aggregation in scenario 2 with realistic flow control over a non-ideal backhaul with both 5 ms and 20 ms backhaul latency is relatively close to the technology potential achievable assuming ideal-backhaul, and in any case significantly better than the performance without inter-node carrier aggregation.

3.2
Delay performance
For cases with non-ideal backhaul Figure 5 reports the cumulative distribution function of the buffering time that each bit transmitted via the SeNB experiences in the SeNB buffer (only for UEs configured with inter-node carrier aggregation). Results show that the buffering time increases with the load and is typically higher for larger values of the backhaul latency (also as a result of the fact that different target buffering times are assumes for 5 ms and 20 ms backhaul latency, see Table 1). However, independently of the load conditions and of the backhaul latency the buffering time at the SeNB rarely exceeds 100 ms, and in most of the cases is far below 100 ms. Considering such values of the buffering time at the SeNB and the analysis of RLC SN-space sufficiency for master-slave RLCs given in [3], it seems that the delay introduced by bearer split when transmitting U-plane data via the SeNB can be handled by proper configuration of the RLC/PDCP re-ordering timer and proper dimensioning of the RLC/PDCP sequence number space with only minor impacts on both UE implementation and 3GPP specifications. Whether it is RLC or PDCP re-ordering timer and sequence number space it depends on the specific user plane alternative assumed for support of bearer split option (i.e. alternatives 3A, 3C or 3D in [6]).
NOTE: 
The implementation of inter-node carrier aggregation with non-ideal backhaul assumed in the system level simulations is relatively basic. Moreover, we have not performed a thorough optimization of the various parameters used in the model. Therefore it should be possible to further enhance the performance of inter-node carrier aggregation with non-ideal backhaul (both in terms of increased user throughput and decreased SeNB buffering time) by improving the implementation and by means of parameter optimization.

Observation 2: Results shown in this contribution together with the analysis of RLC SN-space sufficiency for master-slave RLCs given in [3] seem to indicate that the delay introduced by inter-node carrier aggregation with realistic flow control over non-ideal backhaul when transmitting U-plane data via the SeNB can be handled by proper configuration of the RLC/PDCP re-ordering timer and proper dimensioning of the RLC/PDCP sequence number space with only minor impacts on both UE implementation and 3GPP specifications.
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Figure 5: CDF of the per-bit buffering time at SeNB
4
Conclusion
In this contribution we have shown statistics of both per-user throughput and SeNB buffering time for inter-node carrier aggregation in scenario 2 assuming realistic flow control over a non-ideal backhaul with both 5 ms and 20 ms latency. The following was observed:

Observation 1: The per-user throughput performance of inter-node carrier aggregation in scenario 2 with realistic flow control over a non-ideal backhaul with both 5 ms and 20 ms backhaul latency is relatively close to the technology potential achievable assuming ideal-backhaul, and in any case significantly better than the performance without inter-node carrier aggregation.

Observation 2: Results shown in this contribution together with the analysis of RLC SN-space sufficiency for master-slave RLCs given in [3] seem to indicate that the delay introduced by inter-node carrier aggregation with realistic flow control over non-ideal backhaul when transmitting U-plane data via the SeNB can be handled by proper configuration of the RLC/PDCP re-ordering timer and proper dimensioning of the RLC/PDCP sequence number space with only minor impacts on both UE implementation and 3GPP specifications.
We propose to include the observations above and the results reported in Sections 3.1 and 3.2 of this contribution into the technical report on study on small cell enhancements for E-UTRA and E-UTRAN - Higher-layer aspects.
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Appendix A: 
Simulation parameters
Table 2: Simulation settings
	Parameters
	Setting/Assumptions

	Network layout 
	7 macro sites (21 macro cells), wrap-around
1 cluster of small cells per macro cell, 4 small cells per cluster


	Channel profile
	ITU channel model

	UE location
	20% outdoor UEs, 80% Indoor UEs

	Inter-site distance  / cell radius
	Macro cell: 500 m (ISD);
Small cell: 50 m (Cell radius)

	Transmit power
	Macro eNB: 46 dBm 
Small cell: 30 dBm

	Bandwidth
	2 x 10MHz @ 2GHz and 3.5 GHz

	Antenna configuration
	2 x 2 MIMO with rank adaptation and interference rejection combining

	Antenna gain
	Macro: 17 dBi

Small cell: 5 dBi

	Bursty traffic model
	Poisson arrival with fixed payload size of 4 Mbits per UE
Hotspot UE distribution
· 1/3 of UEs dropped within the macro cell coverage area,
· 2/3 of UEs dropped within the small cell coverage area (without RE)

	Packet scheduling
	Almost independent scheduling (proportional fair) at macro and small cell. Only information exchanged between macro and small cell is the past scheduled throughput per UE

	Cell selection metric
(only with no dual-connectivity)
	RSRQ

	Available MCSs
	QPSK (1/5 to 3/4), 16QAM (2/5 to 5/6), 64QAM (3/5 to 9/10)

	BLER target
	10%

	HARQ modeling
	Ideal chase combining with max 4 transmissions


