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Discussion and Decision
1      Introduction
In RAN2#82 meeting, 9 user plane architecture options were captured in TR 36.842 [1]. During joint meeting between RAN2 and RAN3, the conclusion is
	=>
RAN2 would like RAN3 to provide input on expected backhaul characteristics (typical latency, packet loss rate (if not congested) and in-sequence delivery probability) between CN, MeNB and SeNB. 

=>
RAN3 will discuss those backhaul issues and the assumptions made by RAN2 before the joint meeting with RAN2.

=>
RAN2 and RAN3 will have a joint meeting in Barcelona to discuss the details of the user plane and control plane protocol architectures and the corresponding network architectures.


In this contribution, we discuss the relationship between backhaul characteristics and user plane options. 
2      Discussion
In last RAN2 meeting, as a result of the investigation for transport network load, it was agreed that “for the time being we investigate solutions where data is routed via the MeNB as well as those where the data is split in the CN.” As option 1A is the only option where data is split in the CN, we focus on the options where data is routed via the MeNB in this contribution. Therefore, the discussion is for the six alternatives as in Figure 1 below (note that options 2B and 3B are not considered as they are still FFS).
-
2A: S1-U terminates in MeNB + no bearer split in MeNB + independent PDCP at SeNB;

-
2C: S1-U terminates in MeNB + no bearer split in MeNB + independent RLC at SeNB;

-
2D: S1-U terminates in MeNB + no bearer split in MeNB + master-slave RLCs;

-
3A: S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers;

-
3C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers;

-
3D: S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.
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Alternative 2A, 2C and 2D
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Alternative 3A, 3C and 3D
Figure 1: User plane alternatives considered in the contribution
Backhaul characteristics related to user plane architecture discussion include typical latency, packet loss rate (if not congested) and in-sequence delivery probability.

Since small cell SI is targeted to be finished at the September RAN#61 plenary, down selection of user plane architectures is needed at this RAN2 meeting. There are already analysis on pros and cons of each alternative, which are captured in TR [1]. In the subsections below, we discuss how the backhaul characteristics can impact the choices of user plane architecture.
2.1     Latency
In TR 36.932 [2], latency for different backhauls are shown below. It can be seen that in the worst case, backhaul latency can be up to 60 ms.
Table 6.1-1: Categorization of non-ideal backhaul

	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1 
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


Backhaul latency will affect both data forwarding in Xn interface and the signalling exchanged between MeNB and SeNB. The additional latency for data forwarding is same for all the six user plane architecture alternatives where data is routed via MeNB. However, the situation is different for Xn signalling.
The main benefit of alternatives 3A/3C/3D compared with alternatives 2A/2C/2D is the potentially increased user throughput in low system load [4]. However to achieve such user throughput gain, MeNB and SeNB need to exchange some scheduling related information. For example, in [5], RSRP of the UE should be reported from SeNB to MeNB; past scheduled throughput needs to be exchanged between MeNB and SeNB in [6]. It is expected that MeNB and SeNB should exchange such information in a fast manner to get the user throughput gain. It should be noted that from scheduling delay perspective, the total delay is actually the round trip delay since both the delay from SeNB to MeNB for reporting and the delay from MeNB to SeNB for data forwarding should be considered. Another example is that as shown in [4], the maximum user throughput could be up to 55 Mbps when bearer is not split, which means that one 0.5 Mbyte packet (traffic model simulation assumption according to RAN1 [7]) can be served by SeNB alone in about 70 ms. It would be rather difficult to coordinate between MeNB and SeNB if round trip delay is comparable to the time that the packet is served by SeNB alone.
Proposal 1: If RAN3 concludes that the backhaul delay is large, then RAN2 should consider carefully whether to investigate bearer split alternatives (3A/3C/3D) as they require tight coordination between MeNB and SeNB.
2.2     Packet loss rate

In RAN2#82 meeting, it was agreed that “Packet loss on the interface between MeNB and SeNB is rare if the Xn is not the bottleneck”, which is pending the verification from RAN3.
Packet loss rate can determine whether to consider master/slave RLC alternatives (2D and 3D). In master/slave RLC alternatives, the functionalities of RLC layers are split between MeNB and SeNB. MeNB handles ARQ and builds RLC PDUs, while SeNB performs resegmentation to fit RLC PDUs into resource allocated by MAC layer.

Compared with PDCP/RLC split option, it is obvious that master/slave RLC has big impacts on RLC layer due to the split. Several drawbacks are mentioned in [3], including the introduction of segmentation for RLC UM, the extension of RLC’s sequence number space, and others. The main benefits as discussed in [14] is that RLC’s ARQ terminated at macro eNB and UE also covers packet loss between macro eNB and small cell eNB. This benefit is provided as a main reason for master/slave RLC option. In [3] it is brought up that currently GTP-U/UDP/IP does not provide reliable delivery of data, and packet loss between eNBs will not be recovered by RLC’s ARQ if RLC is terminated at the small cell eNB. However if packet loss is rare, then there is no reason to introduce such complicated alternatives.
Proposal 2: If RAN3 confirms that packet loss on the interface between MeNB and SeNB is rare if the Xn is not the bottleneck, user plane architecture alternatives 2D and 3D do not need to be considered further.
2.3     In-sequence delivery

The agreement in last RAN2 meeting is “RAN2 assumes that there is a risk that Xn delivers packets in the wrong order. (to be verified with RAN3)”. Note that there is an optional Sequence Number field in GTP-U protocol used in X2 interface [8], and such field might be used for in-sequence delivery.
To investigate the impacts of out-of-order delivery, it is necessary to look at functions provided by PDCP and RLC entities. 
PDCP supports the following functions related to packet order:

-
in-sequence delivery of upper layer PDUs at re-establishment of lower layers;

-
duplicate elimination of lower layer SDUs at re-establishment of lower layers for radio bearers mapped on RLC AM;

-
timer based discard;

-
duplicate discarding.

PDCP uses the following functions which are provided by RLC AM and are related to packet order:
-
detect whether or not the RLC data PDUs have been received in duplication, and discard duplicated RLC data PDUs;
-
reorder the RLC data PDUs if they are received out of sequence;

For alternative 2A/3A, it is challenging to handle the out-of-order delivery in Xn interface since there is no processing done at MeNB side (i.e. no sequence number).
For alternative 2C/3C, since PDCP header is already added at MeNB, the transmitter side of RLC entity needs to perform reordering if it detects PDCP SN is out-of-order. Note that such reordering at transmitter side is necessary since PDCP receiver side will only perform reordering at re-establishment or lower layers.

For alternative 2D/3D, since ARQ functionality is implemented in MeNB, such out-of-order problem can be handled by ARQ. 
Proposal 3: If RAN3 confirms that there is a risk that Xn delivers packets out of order, user plane architecture alternatives 2A and 3A do not need to be considered further.
3      Conclusion
In this contribution, we discuss how to down select user plane architecture options based on backhaul characteristics. 
Proposal 1: If RAN3 concludes that the backhaul delay is large, then RAN2 should consider carefully whether to investigate bearer split alternatives (3A/3C/3D) as they require tight coordination between MeNB and SeNB.

Proposal 2: If RAN3 confirms that packet loss on the interface between MeNB and SeNB is rare if the Xn is not the bottleneck, user plane architecture alternatives 2D and 3D do not need to be considered further.

Proposal 3: If RAN3 confirms that there is a risk that Xn delivers packets out of order, user plane architecture alternatives 2A and 3A do not need to be considered further.
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