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1. Introduction
RAN2 has agreed on three solution directions for Access Network Selection and Traffic Steering which have been captured in TR 37.834 [1]. The issue of how these solutions fulfil the requirements specified in TR 37.834 (section 5.2) is under discussion and company opinions have been captured in [2].  One of the requirements in Section 5.2 relates to the effectiveness of each solution in avoiding “ping-pong” behaviour during network selection and traffic steering:
10.
Solutions should ensure that access selection decisions should not lead to ping-ponging between UTRAN/E-UTRAN and WLAN.

This contribution focuses on investigating how network selection and traffic steering schemes that fall in the “Solution 1 category” can satisfy the above requirement.  In particular, it investigates how hysteresis mechanisms may be applied to avoid ping-pong for solution 1 implementations (see Solution 1 description in section 6.1.1.1 of TR 37.834).  System level simulation results are shown to illustrate the effectiveness of using hysteresis mechanisms in controlling the ping-pong behaviour of an example solution 1 scheme. 
Note that the ping-pong scenario addressed in this contribution is not specific to solution 1. Solution 2 also exhibits similar ping-pong behaviour as the access network selection and traffic steering decision is also made by the UE. Other solutions (for instance solution 3) may be affected to a lesser extent by this specific scenario. However, solutions 2 and 3 are prone to other ping-pong scenarios which may arise when there are conflicts between the RAN decision/rules  and user preferences, ANDSF rules or idle mode solution which may be deployed in conjunction with solution 3. 
This contribution is organized as follows.  Section 2 describes the network selection schemes considered in this contribution and describes the hysteresis mechanisms.  Section 3 describes the deployment scenarios and simulation assumptions considered in our system performance evaluation. Section 4 presents performance results and final conclusions and proposal are given in Section 5. 
2. Example Solution 1 Scheme for Network Selection & Traffic Steering 
In solution 1, the network provides assistance information to the UE in the form of load indication and other parameters and the UE makes the final decision based on this information and policies, which may be configured via ANDSF or other mechanisms [1]. 
One advantage of solution 1 is that the exact policy the UE must use for traffic steering is configurable via ANDSF rules or via pre-provisioning mechanisms that may potentially be updated via software upgrades.  Hence, Solution 1 provides considerable flexibility to the operator in utilizing the RAN assistance information and implementing a policy specific to their deployment needs. 
In this contribution we consider an example policy which considers the loading on both the WLAN and 3GPP network in making its selection decisions.  In particular, it estimates the achievable throughput on WLAN and 3GPP links and then picks the link that provides the maximum achievable throughput, [3]. We choose this scheme for illustration due to its high susceptibility towards exhibiting ping-pong behaviour, given that it tracks dynamically changing loading conditions in the network. Similar ping-pong avoidance mechanisms are possible with other policies as well.
We compare the dynamic performance of the Maximum Achievable Throughput scheme with a scheme that always prefers the WiFi network over 3GPP as long as it supports the minimum data rate required for transmission.  This “WiFi preferred” scheme is chosen as a basis for comparison as it is the scheme most commonly implemented by UEs today.  The main operation of the two schemes is summarized below: 

Max Achievable Throughput (Max-TP) policy 
· Select the network/RAT (Radio Access Technology) providing the highest estimated throughput. 
· Throughput is estimated by dividing the rate predicted by the preferred modulation and coding scheme (MCS) with the ‘actual loading’ (e.g. the number of users sharing the radio).  The preferred MCS is determined based on mapping the measured SNR/SINR to the best rate that meets that target error rate requirements. The load information is available from the WLAN link in the BSS_Load information element [4].  The throughput on the 3GPP link is estimated by using the “Resource Allocation” information broadcasted by the 3GPP link (see TR 37.834, section 6.1.1.1). 
WiFi-Preferred Policy 

· Select the WiFi link with the best rate if the best rate equals or exceeds WiFi link’s lowest supported data rate for transmission (e.g. BPSK, Rate ½). Otherwise choose the 3GPP link.
· Support for WiFi link’s lowest data rate is determined by comparing the average of the measured SNR over a certain window with the SNR threshold required to achieve the target error rate of the lowest modulation and coding scheme. 
Note that the system can specify the frequency with which network selection decisions are updated by the UEs. 
2.1Hysteresis Mechanism 
The network selection scheme based on Maximum Achievable Throughput scheme is likely to be more susceptible to ping-pong behaviour given the dynamically varying load in the network.  Hence, suitable hysteresis mechanisms are needed to control its dynamic behaviour.  While more sophisticated hysteresis mechanisms are feasible, we investigate a simple hysteresis scheme with following two steps to control the dynamic behaviour of the Max-TP Scheme. 
· Apply a switching threshold for RAT selection: Switch to a new RAT only if
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(Condition 1) 
The hysteresis threshold for network selection [image: image3.png]THys



 can be set to a high value to discourage excessive switching and can be adjusted based on the uncertainty in parameters affecting the reliability of throughput estimates. Typically setting a threshold such that the new throughput is 2-3 times the current throughput may be sufficient.
· Apply Randomization: At each decision instance evaluate the RAT selection criterion and if Condition 1 is met, then toss a fair coin to decide whether to switch (although the probability of switching may also be adjusted dynamically) 
3. Deployment & Simulation Scenarios 
We focus on the Downlink performance and consider two deployment Het-Net deployment scenarios:
· Deployments with WiFi-only Small cells. Here an LTE macro cell network is deployed with WiFi-only small cells.

· Deployments with WiFi-LTE small cells.  Here an LTE macro cell network is deployed with both WiFi & LTE small cells. In this contribution WiFi and LTE cells are deployed as collocated cells to keep the number of small cells constant across the different deployment scenarios considered. However, no cooperation between WiFi and LTE cells is assumed.  
Standard 3GPP system evaluation methodology specified in 3GPP 36.814 and 36.819 is used for LTE as well as WiFi deployments. See Appendix for the detailed simulation parameters for both LTE and WiFi. An outdoor deployment with 4 small cells and 30 UEs/sector is assumed.  Both clustered and uniform user distribution are considered. No cell range extension is assumed for deployments with WiFi-LTE small cells. The WiFi contention based MAC is explicitly modelled in the system level simulator.  Full-buffer traffic is modelled.  
In our simulations, the UEs are allowed to make network selection decisions every 20 radio frames (i.e., 200 milliseconds). Therefore, rate and throughput estimates are averaged for this period of time. An aggressive update rate for network selection is chosen as a worst case scenario for the evaluation of ping-pong effect, and also to speed up simulations. In practice, network selection decisions may be updated at a much longer update rate.  To initialize the simulations for the Max-TP scheme, we initially assign each UE to the RAT with the highest expected data rate based on received signal strength, without accounting for network load. The hysteresis threshold for the Max-TP scheme is set to 2x. Note that the simulations parameters are chosen for illustration. For practical systems additional restrictions may be placed on how frequently network selection decisions are made. 
4. Performance Results 
In this section we evaluate the performance of the Max Achievable Throughput scheme in combination with the hysteresis mechanism outlined in Section 2.1. Performance is also compared with the WiFi-preferred scheme as a reference. The following metrics are compared:
· Throughput Performance Cell-edge and median user throughput as well as aggregate system throughput is compared. 
· The cumulative distribution function of per UE switching statistics Assesses the number of times a UE switched RATs during the course of a 5 second simulation. This metric assesses the “ping-pong” behaviour per UE.

· The number of users mapped to LTE as a function of time.  This metric describes system convergence behaviour.
Table 1 compares the performance of WiFi-preferred and Max-TP schemes with and without the two-step hysteresis scheme discussed in Section 2.1.  Our first observation is that the performance of the Max-TP scheme remains similar with and without hysteresis. There is some degradation in the cell-edge performance for the case of Het-Net deployments based on WiFi-only small cells. This difference is caused due to some weak users staying with a radio with relatively inferior performance due to the higher threshold for switching, as well as due to the slow convergence of schemes without hysteresis. Overall, the Max-TP scheme with hysteresis significantly improves throughput performance metrics beyond the simple WiFi-preferred scheme.  Significant gains are observed for the case of Het-Net deployments with WiFi-LTE small cells, as here the offered LTE capacity is at par with WiFi.
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Table 1: Comparing throughput performance of WiFi-preferred and Max TP schemes with and without hysteresis.
In Figure 1, we evaluate the effectiveness of the hysteresis mechanisms defined in Section 2.1, in controlling the switching (ping-pong) behaviour of Max-TP scheme.  Results for the WiFi-preferred scheme are also shown.  It can be seen that applying hysteresis to the Max-TP scheme can significantly reduce the number of switches per UE. For the simulation duration of five seconds considered in our simulations, we observe that almost all users (at least 98%) have two or less switches to achieve steady state behaviour across all cases. 
Note that even though full buffer traffic is assumed in the simulation, which may represent a relatively stable full loading scenario, the performance results may still be considered as representative of system behaviour during transient events (such as arrival of rouge WiFi interferers), as the system is initialized with sub-optimal RAT assignment, which triggers similar  mass UE switching behaviour. 
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Figure 1: Comparing per UE switching behaviour of WiFi-Preferred and Max-TP with and without hysteresis. 
In Figure 2 we assess whether the Max-TP scheme with hysteresis is able to avoid mass simultaneous switching across RATs.  It can be seen that smooth convergence behaviour is exhibited by the Max-TP scheme with hysteresis in all cases. Also note that Max-TP scheme exhibits good load balancing behaviour, offloading more users to LTE as additional capacity become available with WiFi-LTE small cells. Here, the WiFi-preferred scheme offloads almost all users to WiFi as with 4 APs/sectors most users are within good coverage of WiFi, thereby overloading the WiFi capacity. 
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Figure 2: Convergence behaviour of Max-TP scheme when used with hysteresis. 
5. Conclusions & Proposal 
In this contribution we demonstrate the effectiveness of hysteresis mechanisms in controlling the ping-pong behaviour of schemes that fit into the Solution 1 category. Our results indicate that a simple hysteresis scheme based on a switching threshold and randomization is effective for controlling ping-pong behaviour of an example access network selection/traffic steering policy (i.e., Max-TP scheme), which represents one of the more challenging schemes within the Solution 1 category in terms of dynamic UE switching behaviour. More sophisticated hysteresis mechanisms may also be incorporated wherein the user is not allowed to switch back to a previously selected RAT unless the new throughput is expected to be significantly higher than the previously observed throughput.  Also, a user who switches to a new RAT may be asked to wait longer before making the next network selection decision.  Randomization probabilities may also be dynamically adjusted to adapt to the number of users switching simultaneously. We also expect that applying dedicated signalling to control network selection behaviour per UE can further control the dynamics of this scheme. Hence, we can conclude that solution 1 fulfils requirement #10 as stated in TR 37.834.
Proposal: Capture the following observation within the TR: “Hysteresis mechanisms are effective in ensuring that Solution 1 does not lead to ping-pong between UTRAN/E-UTRAN and WLAN.”
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Appendix: Simulation Assumptions 

	LTE 

	Topology 
	4 small cells/sector, 30 UEs/sector , 7 cell wrap-around (Het-Net deployment w/ WiFi only and WiFi-LTE small cells) 

	RSRP bias, ABS  (for deployments w/ LTE small cells)
	None. 

	 UE dropping 
	Uniform and clustered 

	Channel/UE speed 
	[IMT] UMa Macro, UMi Pico, UE speed= 3 km/hr 

	LTE mode 
	Downlink FDD @ 10 MHz 

	No. antennas (macro, pico, UE) 
	(2, 2, 2) 

	Antenna configuration 
	macro, small cell: co-polarized, UE: co-polarized (||-->||) 

	Max rank per UE 
	2 (SU-MIMO) 

	UE channel estimation 
	Ideal 

	Feedback/control channel errors 
	No Error 

	Scheduler 
	Proportional-Fair Scheduler for both WiFi and LTE 

	Scheduling granularity 
	5 PRBs 

	Traffic load 
	Full buffer for both WiFi & LTE 

	Receiver type 
	Interference unaware MMSE 

	Feedback periodicity 
	10ms 

	CQI & PMI feedback granularity  in frequency 
	5 PRBs 

	PMI feedback 
	3GPP Rel.-10 LTE codebook (per sub-band) 

	Outer loop for target FER control 
	10% PER for 1st transmission 

	Link adaptation 
	MCSs based on LTE transport Format 

	HARQ scheme 
	CC 

	WiFi 

	WiFi Parameters 
	802.11g, Same network. Same deployment as LTE 

	WiFi Frequency 
	2.4 GHz band 

	AP Transmit power 
	20 dBm

	WiFi Channel 
	20 MHz 

	Number of frequency bands 
	3 

	MPDU Size 
	1500 Bytes 
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