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1. Introduction
It is clear that the backhaul technology (DSL Access, Fiber Access,..) has different latency. This contribution discusses which other factors impact how the backhaul latency in the case of dual connectivity. The factors that impact the backhaul latency for dual connectivity are UP alternative, whether MeNB acts as intermediate node of backhaul networks or not, backhaul networks’ topology (star, tree, mixed, …), limited length of the backhaul technology, and combination of them.
It is noted that the discussion in this contribution is focused on UP alternative 2A and 2C, and therefore the intention of this contribution is to request RAN2 to consider when comparing UP alternative 2A and 2C from backhaul latency point of view.
Those factors are discussed one by one and 2 proposals are made for the purpose of clarification of current TR 36.842-020.
2. Discussion
2.1 One example of backhaul networks
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Figure 1 (left) shows a simplified E-UTRAN architecture where X2 and S1 interfaces are shown.
Figure 2 (right) shows one example backhaul networks for Figure 1 "simplified E-UTRAN architecture" using the mixed topology of a star topology in the access part (red line) with ring topology in the aggregation part (blue line). The aggregation part is usually higher capacity link than the access part link.
The transmission media for the access part could be copper, fiber or microwaves and the transmission medium for the aggregation part is usually fiber optic according to [2].
As can be seen in the example backhaul networks, there could be one or more intermediate nodes in between eNB and MME/S-GW (S1 interface) and in between eNBs (X2 interface). The intermediate nodes could be router, switch, or bridge, which are the cause of the latency. Therefore the more intermediate nodes exist between two end points, the longer the latency becomes.
Observation 1: The latency depends not only on backhaul technology but also the topology of backhaul networks.

2.2 Latency comparison between UP alternative 2A and 2C
In this subsection, UP alternative 2A and 2C are analyzed from latency point of view by using an example backhaul network topology when SeNB is changed.
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Figure 3: UP Alternative 2A (left) and 2C (right)
Figure 3 above shows the UP alternative 2A and 2C. UP alternative 2A has independent PDCP at MeNB and SeNB, whereas in 2C the PDCP is only at MeNB.
2.2.1 Latency comparison using star topology at SeNB change
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Figure 4: Data forwarding of 2A (left) versus 2C (right)
Figure 4 is showing how data is forwarded when SeNB is changed from SeNB1 to SeNB2. In all the UP alternative 2 series, the traffic is anchored at MeNB. It is noted that the intention of using the expression “the eNB anchoring traffic or UP data” is that all the traffic or UP data first stop by the eNB.
In the case of 2A, as the SeNB itself has the PDCP layer, the SeNB1 is forwarding the data to the SeNB2 when SeNB is changed from SeNB1 to SeNB2. However, in the case of 2C, since the SeNB does not have the PDCP layer and instead the MeNB has the PDCP layer, the MeNB is forwarding the data to the SeNB2 when SeNB is changed from the SeNB1 to SeNB2.

As can be seen in the Figure 4, both 2A and 2C has the same latency from the data path point of view, i.e. both has the same one hop from the source to the target. In the case of 2A, SeNB1 -> intermediate node -> SeNB2 and in the case of 2C, MeNB -> intermediate node -> SeNB2.
Observation 2: Both UP alternatives 2A and 2C could have the same latency from the data forwarding path point of view depending on the backhaul networks topology.
2.2.2 Latency comparison when MeNB and the intermediate node are co-located

[image: image5.emf]MeNB 

+ 

Intermediate 

node

S-GW

SeNB1

SeNB2

data 

forwarding

PDCP

PDCP

PDCP


[image: image6.emf]MeNB 

+ 

Intermediate 

Node

S-GW

SeNB1

SeNB2

RLC

RLC

PDCP

data 

forwarding


Figure 5: Data forwarding when MeNB acting as intermediate node: 2A (left) versus 2C (right)
As MeNB is located at the center of the macro cell coverage and MeNB is anchoring the traffic in all the UP alternative 2 series, it may be reasonable that the MeNB is acting as the intermediate node of the backhaul networks. In this way, the data traffic does not have to go to MeNB back and forth before being delivered to SeNB.
Figure 5 is showing the different latency from the data forwarding path point of view when the SeNB is changed from SeNB1 to SeNB2. In the case of 2A, the data forwarding path is SeNB1 -> MeNB -> SeNB2 and in the case of 2C, it is MeNB -> SeNB2. Therefore it is seen that the latency of 2A is longer than the latency of 2C and this was captured as one expected drawback of UP alternative 2A in the TR 36.842-020 as below. 
Expected drawback of 2A captured in TR 36.842-020: for the bearers handled by SeNB, handover-like interruption at SeNB change with forwarding between SeNBs and PDCP re-establishment;
Conversely, the same idea was captured as one expected benefit of UP alternative 2C in the TR 36.842-020 as below. 

Expected benefits of 2C captured in TR 36.842-020: no data forwarding between SeNBs required at SeNB change;
Observation 3: In order for UP alternative 2C to have the expected benefit (no data forwarding between SeNBs required at SeNB change), Master eNB should act as the centralized intermediate node of backhaul networks.
Based on the observations 2 and 3, it is seen that the backhaul latency of forwarded data when SeNB changes is not only dependent on UP alternative but also the backhaul networks’ topology, especially whether MeNB acts as the centralized intermediate node or not. Therefore following is proposed even though it is out of scope of specification. This observation may already be an obvious and given idea in RAN2. If not, then it is better to put a NOTE as proposal 1 below.
Proposal 1: A NOTE is to be added to the UP alternative 2A and 2C.

NOTE: Macro eNB acting as Master eNB should act as the centralized intermediate node of backhaul networks.

Below we see another case that the backhaul latency depends on the used backhaul technology. For example, if DSL Access is used in the intermediate node of the backhaul networks, then it may not be always true that 2A has longer latency while 2C has shorter latency at SeNB change. The main drawback of the DSL Access is that the DSL Access has the limited cable length (100 Mbit/s are only achievable for T-R distances of less than 0.5 km) according to [2]. Therefore if the radius of the MeNB is 1 km and the maximum throughput needs to be guaranteed, then the SeNB at the macro cell edge is probably not directly connected to the MeNB acting as the centralized intermediate node and requires one more intermediate node between SeNB and MeNB as below Figure 6. In this case, the latency of 2A and 2C are basically the same as the number of hops are the same.
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Figure 6: Data forwarding when DSL Access is used: 2A (left) versus 2C (right)
Observation 4: Even in the case that the MeNB acts as intermediate node of backhaul networks, depending on the used backhaul technology, UP alternative 2A and 2C could have the same latency.

Based on the discussion so far, we could summarize that the backhaul latency depends not only on backhaul technology and UP alternative but also other factors as below.

· Backhaul technology (DSL Access, Fiber Access,..)
· UP alternative (e.g., 2A versus 2C)
· Whether MeNB acts as intermediate node or not

· Backhaul networks’ topology (star, tree, mixed, …)

· Limited length of the backhaul technology: whether intermediate node is required or not (e.g., in case of DSL Access, 100 Mbit/s are only achievable for T-R distances of less than 0.5 km)

2.2.3 Latency comparison when small cell acts as Master eNB
With the above subsections, the backhaul latency discussion was focused especially on data forwarding case when SeNB changes. However in this subsection, UP data anchoring, which is more general case, is discussed.
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Figure 7: Small cell anchoring UP data
If macro eNB acts as Master eNB and UP alternative 2 is used, then it is obviously more efficient that the macro eNB acting as Master eNB anchors UP data. Therefore it is not discussed further and instead we discuss the case when small cell acts as Master eNB, which is at least not prohibited in the current TR.
As can be seen in Figure 7, the downlink UP data that needs to be sent via macro cell needs to stop by small cell first and therefore it has obviously longer latency (1, 2, and 3). This is because small cell 1 is anchoring UP data, which is not prohibited in the current definition of Master eNB. If we want the UP data flowing back and forth when small eNB acts as Master eNB, then macro eNB should still anchor the UP data flow. This incurs a special case that CP control is anchored in small cell acting as Master eNB and UP control is anchored in macro cell acting as SeNB and it may require quite much further study. Therefore it may be appropriate to say that the case small cell acting as Master eNB is not so recommended unless there is clear need for it.
Therefore following proposal is made.

Proposal 2: The case that small cell acting as Master eNB is not recommended unless there is clear need for it.
3. Conclusion
In this contribution, we discussed with the following observations.

Observation 1: The latency depends not only on backhaul technology but also the topology of backhaul networks.

Observation 2: Both UP alternatives 2A and 2C could have the same latency from the data forwarding path point of view depending on the backhaul networks topology.
Observation 3: In order for UP alternative 2C to have the expected benefit (no data forwarding between SeNBs required at SeNB change), Master eNB should act as the centralized intermediate node of backhaul networks.
Observation 4: Even in the case that the MeNB acts as intermediate node of backhaul networks, depending on the used backhaul technology, UP alternative 2A and 2C could have the same latency.

RAN2 is kindly requested to consider the following proposals.

Proposal 1: A NOTE is to be added to the UP alternative 2A and 2C.
NOTE: Macro eNB acting as Master eNB should act as the centralized intermediate node of backhaul networks.

Proposal 2: The case that small cell acting as Master eNB is not recommended unless there is clear need for it.
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