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1 Introduction
According to the UP(User Plane) email discussion[81bis#19] and RAN2#82 meeting, there were proposed various E-UTRAN architectures and UP protocol alternatives to provide the dual connectivity which is the key feature of Rel-12 small cell enhancement. The dual connectivity is defined as an operation where a UE consumes radio resources provided by at least two different network points connected with non-ideal backhaul and each eNB involved in dual connectivity for a UE may assume different roles. In the dual connectivity, it is especially needed to be an efficient traffic handling mechanism according to the radio bearer split scheme and UP architecture. In this contribution, we discuss the issues/challenges from the perspective of traffic handling for different protocol stacks proposed for the UP architecture. Especially, we discuss some technical issues in UP architectures where the traffic routing is carried out at MeNB. 
2 Discussion
Considerations on User Plane for dual connectivity
There are two types of EPS(Evolved Packet System) bearer provisioning options for dual connectivity as follow[4].
· S1 level approach
The S1 level approach is that S-GW is responsible for deciding to which eNB to send a data flow/EPS bearer of a given UE. In this approach, since MME/S-GW should always be involved for initial bearer establishment and small cell change from one cell to another cell, there are high impacts on CN(Core Network) due to signalling and path switching.
· Xn level approach
The Xn level approach is that S-GW is not involved in the process of dual connectivity and a MeNB is responsible for deciding if a given EPS bearer should be served by a different SeNB. The MeNB then establishes a connection with the SeNB to transfer the data of that given EPS bearer via the Xn interface. In this approach, there may be a high processing load at MeNB due to central traffic rouging and signalling for dual connectivity. The load comes even higher when the MeNB is responsible for more than one SeNB.
We think that the load of MeNB is not negligible in case of Xn level approach, but it could be alleviated by a proper load sharing mechanism. In this paper we therefore only consider Xn level approach to investigate challenge issues in connection with traffic handling for dual connectivity.
In addition to the EPS bearer provisioning options described above, there had been discussed two kinds of bearer management schemes for dual connectivity, those are as follow.
· Single flow operation
In single flow operation, one EPS bearer should be mapped one RB(Radio Bearer) between either MeNB and UE, or SeNB and UE. This approach is also referred to as no bearer-split approach or RB-based approach.
· Multi-flow operation
In multi-flow operation, one EPS bearer could be mapped on two different RBs in both MeNB and seNB. Depending on the implementation, each packet can be mapped and transmitted to MeNB and SeNB. This approach is also referred to as bearer-split approach or packet-based approach.
Functions for traffic handling for dual connectivity 
In this section, we discuss new functions for traffic handling based on UP architectures where all the packets for dual connectivity were routed at MeNB. 
Traffic routing and Flow control
Traffic routing is an operation that user packets are transmitted over a certain path configured by control plane.
In single flow operation, a path configuration for traffic routing is initially performed and it is lasted until the bearer will be released. Thus, the route of packet stream does not change while the bearer is established. Since traffic routing can be performed at packet level in multi-flow operation, the route of packet stream can be more dynamically modified. Based on above discussion, multi-flow operation is more flexible than single flow operation in terms of packets manipulation for dual connectivity.
Considering all the UP architectures except for alternative (1A) described in section 8.1.1 in TR 36.842, split point for downlink and uplink for dual connectivity are MeNB and UE, respectively. Therefore, CP(Control Plane) protocol of those nodes should configure the path(s) for packet transmission, and UP protocol of those nodes should transfer data packets over the route set up by the control plane. 

Observation 1: If the traffic routing for dual connectivity is performed at MeNB and at UE, MeNB and UE should have a control function for traffic routing.
There is another issue regarding to the traffic routing through MeNB to support dual connectivity, which is related to traffic exchange between MeNB and SeNB. In all the UP architectures described in section 8.1.1 in TR 36.842, both MeNB and SeNB independently have a MAC for radio resource scheduling. Each MAC scheduler at both eNBs allocates a DL(Downlink) assignment and an UL(Uplink) grant taking into account RLC buffer status and radio channel quality to a UE.
In these architectures, if a MeNB constantly transmits data packets to a SeNB without consideration of packet scheduling status at SeNB, a transmission buffer at SeNB could be overflowed. Therefore, MeNB should dynamically adjust transmission rate toward SeNB based on information reported by SeNB, which is referred to as a flow control between MeNB and SeNB. For flow control, SeNB should periodically or intermittently provide a MeNB with information needed for rate control, such as transmission buffer status. 
Note that compared to single flow operation, the flow control could be used to minimize a service interruption and a packet loss in multi-flow operation. This is because the MeNB could redirect data packets destined to old SeNB to its own RBs before configuration of new SeNB when a SeNB change procedure is performed.
Figure 1 below shows an operation procedure for flow control to provide dual connectivity. 

[image: image1.emf]1

)

 

T

r

a

n

s

m

i

s

s

i

o

n

 

B

u

f

f e

r

 

S

t

a

t

u

s

 

R

e

p

o

r

t

2) Transmission Rate Control,

RB reconfiguration

R

B

(

s

)

 

w

i

t

h

 

M

e

N

B

R

B

(

s

)  

w

i

t

h

 

S

e

N

B

3

)

 

P

a

c

k

e

t

s

 

MeNB

SeNB


Figure 1: Flow control for Dual Connectivity
Observation 2: When the traffic routing for dual connectivity is performed at MeNB, the flow control between MeNB and SeNB should be required to prevent transmission buffer overflow at SeNB.
In-sequence delivery
In-sequence delivery is a procedure that data packets received from multiple flows are transmitted to upper layer according to transmission order, which is only applied to multi-flow operation.
In downlink direction, data packets received from S1-U is transmitted to UE through MeNB or SeNB by control of the routing function of MeNB, which causes an out of sequence transmission of downlink packets. Hence, UE is required a buffering and reordering function to guarantee in-sequence delivery of downlink packets. For uplink direction, the MeNB should also have a similar function of UE for in-sequence delivery. For in-sequence delivery, a sequence number on a PDU(Packet Data Unit) can be generally used for ordering of received packets.
In-sequence delivery is an essential function for UP architecture alternatives (3A), (3B), and (3C) described in section 8.1.1 in TR 36.842. In case of alternative (3D), a reordering function of master RLC at MeNB can be used for in-sequence delivery.
Observation 3: Provided that there is a multi-flow operation, an in-sequence delivery should be considered for UP architecture design.
Packet loss and Retransmission
It is obvious that packet loss over Xn interface may cause performance degradation due to recovery procedure at application level, such as TCP retransmission. Therefore, if there is a packet loss recovery mechanism for Xn interface, more reliable traffic exchange can be possible. However, packet loss recovery function requires additional backhaul resource for information exchange to indicate whether the packet is correctly received or not. Thus, we should further evaluate whether this mechanism is needed. 
Observation 4: Considering a backhaul with poor performance, it seems that a packet loss recovery function is required over Xn interface. Therefore, RAN2 is kindly asked to discuss whether packet loss and retransmission is needed or not.
3 Conclusion
Based on above discussion, the following challenges for traffic handling for dual connectivity are required.
· Traffic routing and flow control
· In-sequence delivery only when multi-flow operation is considered
· Packet loss and retransmission for backhaul with poor performance, optionally
Observation 1: If the traffic routing for dual connectivity is performed at MeNB and at UE, MeNB and UE should have a control function for traffic routing.
Observation 2: When the traffic routing for dual connectivity is performed at MeNB, the flow control between MeNB and SeNB should be required to prevent transmission buffer overflow at SeNB.
Observation 3: Provided that there is a multi-flow operation, an in-sequence delivery should be considered for UP architecture design.

Observation 4: Considering a backhaul with poor performance, it seems that a packet loss recovery function is required over Xn interface. Therefore, RAN2 is kindly asked to discuss whether packet loss and retransmission is needed or not.
Proposal 1: It is proposed that RAN2 take into consideration the analysis provided in this paper when designing UP protocol architecture.
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