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1. Introduction
The need of flow control on Xn (i.e., the interface between MeNB and SeNB) is one of key topics for the U-plane architecture alternatives where U-plane data is delivered via MeNB [1]. This paper looks into this aspect developing the common understanding of what flow control is required for the inter-node U-plane aggregation. 
2. Discussion
2.1. Essential assumptions

To investigate the need of flow control, DOCOMO shares the following observations captured in [1]:
	1) Losses on backhaul interfaces are only due to congestion! (link layer protocols correct transmission errors since TCP would consider them as congestion losses (that is why LTE has HARQ+ARQ))

2) No link layer technology used on backhaul delivers packets in the wrong order (since TCP would consider it as congestion)

3) In general, congestion related losses should be visible to the end-points (so that TCP can react).

3a) If an ARQ protocol runs on top of a congested link, it corrects and hides congestion related losses!

4) ARQ should run directly on top of the link where transmission errors occur (e.g. Uu) as that minimizes ARQ latency. 

5) An ARQ protocol is difficult to configure if the underlying link has a large and varying latency (e.g. due to queuing).

6) Push back flow control is difficult to configure since it competes with TCP’s congestion control


Especially, 3) and 4) could be essential assumptions to assess whether the flow control on Xn is needed on top of them. 
2.2. Necessity of push back flow control
Before plunging into detailed discussions, what the “push back flow control” means should be understood to avoid misconceptions. Given that the flow control performs between the sender and receiver nodes, the receiver behaviour to feedback its status, e.g, available capacity/bandwidth for data reception can be envisaged. By obtaining the receiver feedback, the following peer node behaviour can be considered:
A) The peer node adjusts a transmission rate.
Let us assume the case where the link capacity of Xn is larger than that of the air interface (Uu) as illustrated in Fig.1. The question is whether to avoid the congestion and keep the queued data reasonably at SeNB for downlink by the flow control with the above behaviour. We think that the same scenario already exists from Rel-8 LTE. Namely, there is the case that the link capacity of S1 (between S-GW and eNB) is larger than that of Uu. As such, the same scenario exists in all U-plane architecture alternatives, i.e. Option 1 (CN routing) as well as Option 2/3 (RAN routing with or without bearer split). In these scenarios, even without the flow control, the end server in Fig.1 can react appropriately by shrinking the TCP window size according to the UE feedback in case of the congestion at SeNB (Assumption 3 in sub-clause 2.1). It should be noted that TCP can work appropriately assuming that there are losses due to congestion somewhere in the network. That is, TCP window size grows up to the maximum size until the data loss is detected. If data loss is detected, the widow size shrinks. TCP window grows again as time elapses or when ACK is received. This behaviour is illustrated in Fig.A1 in Annex A. Thus, congestion related loss in the network does not have to be hidden to the end node since TCP can perform “flow control” in a proper way. This is applicable for all the alternatives. 
Note that the case where link capacity of Xn is smaller than that of Uu has the same conclusion as above. This is because TCP can react to congestion occurring at MeNB in the same way.
Let us assume another case where a bulk of packets is lost due to congestion at the SeNB due to lack of L2 buffer size. One may argue that this would incur timeout of TCP retransmission and deteriorate TCP throughput significantly. However, we should not be too pessimistic about the SeNB L2 buffer size. From our experience, the L2 buffer size in the eNB is designed so that UE can achieve peak throughput according to the supported UE category. 
Consequently, the following can be observed:
Observation 1:
For the purpose of rate control in SeNB, push back flow control over Xn is not required for all U-plane architecture alternatives since TCP can react to congestion.
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Fig.1
congestion scenario at SeNB.
B) For the bearer split option (Option 3), the peer node (MeNB) changes traffic split ratio.
As illustrated in Fig. 2(b), traffic split ratio is determined taking into account the available radio resource in both MeNB and SeNB. By doing this, TCP window size at the sender can be kept as it is. If the split ratio is set to the static value as illustrated in Fig. 2(a), congestion will occur at the node where traffic is overflowed due to less available resource (SeNB in Fig.2(a)). If congestion occurs, TCP window size is shrunk resulting in deteriorating TCP throughput. As discussed above, this type of flow control may not be essential. Nevertheless, given that the bearer split option is intended to enhance user throughput for the same bearer, such optimisation would be worthwhile to investigate. Needless to say, this feature is not required for the options where bearer splitting is not required. Consequently, the following can be observed.
Observation 2:
For the purpose of managing traffic split ratio dynamically, push back flow control on Xn is required for the U-plane architecture alternatives requiring bearer splitting.
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Fig.2
Traffic split ratio management for the bearer split option.
3. Summary and proposal
This paper looked into the need of flow control on Xn, the followings were observed:
Observation 1:
For the purpose of rate control and in SeNB, push back flow control on Xn is not required for all U-plane architecture alternatives since TCP can react to congestion.

Observation 2:
For the purpose of managing traffic split ratio dynamically, push back flow control on Xn is required for the U-plane architecture alternatives requiring bearer splitting.
In conclusion, the following is proposed:

Proposal:
The above observations should be taken into account when comparing U-plane architecture alternatives in terms of push back flow control on Xn.
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Annex A: TCP window size growth
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Fig.A1

TCP window size growth (CUBIC and hybrid slow start [2, 3]).
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