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1 Introduction
The following UP architecture alternatives have been proposed and studied to service a UE by aggregating radio resources over multiple eNBs connected through non-ideal backhauls [1]:
· 1A: S1-U terminates in SeNB + independent PDCPs (no bearer split);

· 2A: S1-U terminates in MeNB + no bearer split in MeNB + independent PDCP at SeNB;

· 2 B/C: S1-U terminates in MeNB + no bearer split in MeNB + independent RLC at SeNB;

· 2D: S1-U terminates in MeNB + no bearer split in MeNB + master-slave RLCs;

· 3A: S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers;

· 3 B/C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers;

· 3D: S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.
With further analysis, a way forward is proposed in this paper on L2 protocol architecture to meet the identified challenges [2].
2 Discussion
2.1 Data split between bearers versus data split within a bearer

The alternatives 1A, 2A, 2B/C and 2D only support the split of UE’s data between EPS bearers (denoted as “inter-bearer-split” hereafter), while the alternatives 3A, 3B/C and 3D are capable of splitting data at finer granularity, supporting data split within an EPS bearer (denoted as “intra-bearer-split” hereafter). It is worth pointing out that data split strategy can be applied per bearer, i.e., these UP alternatives are rather bearer specific than UE specific. For example, a VoIP bearer may be served solely by MeNB, while the best effort bearer is served by multiple nodes for throughput enhancement, utilizing the alternative 3B/C.
Data split within an EPS bearer enables more efficient and dynamic utilization of radio resources across multiple sites, as the traffic load can be distributed among participating nodes at a granularity level finer than an EPS bearer. Even if there is only one active EPS bearer between network and UE, the alternatives 3A, 3B/C, and 3D can still support the delivering of user data over connections from multiple sites. Consequently, higher throughput enhancements can be achieved, as already shown by simulation results [3]
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[6]. With realistic (i.e., non-ideal) backhaul, intra-bearer-split can also significantly outperform inter-bearer-split in the enhancement of user throughput [7]. Furthermore, the RAN side interruption time incurred by the alternatives supporting intra-bearer-split feature is shorter, if there is any upon SeNB change, compared to that of the alternatives supporting inter-bearer-split [8]. In addition, those intra-bearer-split alternatives with common PDCP, i.e., 3B/C, may minimize the data forwarding load through proper enhancements, such as through flow control [8]. 
Moreover, inter-bearer-split can be accomplished as a special case of intra-bearer-split, when all the data of a bearer is offloaded to SeNB packet by packet. For example, 3B/C is capable of supporting both intra-bear-split and inter-bearer-split. Within 3B/C framework, the network may still choose to transfer all data of one bearer (PDCP PDUs) through SeNB only, basically achieving the same functionality as in 2B/C. 
If RRC diversity is agreed, it can also be supported by intra-bearer-split architecture, abiding by the existing principle of a common L2 protocol stack for both CP and UP.
Observation 1: Intra-bearer-split provides the best performance and flexibility for small cell enhancement.

Proposal 1: Intra-bearer-split should be supported for small cell enhancement.
  
2.2 Analysis of the alternatives for intra-bearer-split
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	Alt. 3A: S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers
	Alt. 3B/C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers
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Figure 1
UP alternatives for intra-bearer-split feature
Figure 1 shows the alternatives that support intra-bearer-split feature.
Alternative 3A mandates a new interface above PDCP which handles the distribution of PDCP SDUs among multiple nodes, and duplicate-detection/reordering. Considering the fact that these functions have to be introduced in addition to the existing reordering/duplicate-detection function within PDCP and/or RLC entity, 3A doesn’t seem to be an efficient solution.

Alternative 3B/C may reuse existing L2 protocols largely, with a few relatively minor extensions, such as one PDCP handling two RLC entities. The PDCP reordering and duplicate detection function for RLC AM RB may be performed more frequently under 3B/C, with a straightforward extension of the current PDCP reordering function beyond the condition of “re-establishment only”. If the very rare loss over Xn (<10-6) is still a concern, UE may be configured to provide PDCP status PDUs more frequently than only at events of RLC re-establishment, such as by periodic reporting or at eNB polling.

The master-slave RLC architecture of the alternative 3D makes it quite challenging to configure reordering related parameters for UE RLC due to the latency over non-ideal backhaul and the distributed scheduling of data transfer by both MeNB and SeNB. The operations of flow control and RLC ARQ need to be tuned to match the characteristics of the involved non-ideal backhaul. Improper configuration of reordering timer leads to both window stalling and waste of air interface usage. Extension of RLC SN space may be unavoidable in order to alleviate the window stalling issue. However, the change of RLC SN field size leads to non-trivial modifications on RLC header, RLC STATUS PDU format and potentially PDCP header. In addition, 3D may incur unnecessary re-segmentation overhead and the timing changes of RLC PDU preparation at MeNB as well, as explained in [8].

Observation 2: The alternative 3B/C achieves the best balance between the overall efficiency and complexity, and is the most suitable solution to support intra-bearer-split feature.
Proposal 2: The alternative 3B/C should be supported to support the intra-bearer-split feature.
2.3 Analysis of the alternatives for inter-bearer-split
Compared to 2B/C, 1A and 2A require the least impact on L2 protocol stack. As showed in Figure 2, the existing L2 protocol stack can be directly reused in 1A and 2A, while 2B/C and 2D require separation or relocation of certain protocol layers at different eNBs. 
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	Alt.1A: S1-U terminates in SeNB + independent PDCPs
	Alt. 2A: S1-U terminates in MeNB + no intra-bearer-split in MeNB + independent PDCP at SeNB
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	Alt. 2C: S1-U terminates in MeNB + no intra-bearer- split in MeNB + independent RLC at SeNB
	Alt. 2D: S1-U terminates in MeNB + no intra-bearer-split in MeNB + master-slave RLCs


Figure 2
UP alternatives for inter-bearer-split
Alternatives 1A and 2A share the same L2 protocol stack (i.e., PDCP, RLC, and MAC), both at the eNB side (MeNB and SeNB) and the UE side. The main difference between these two alternatives resides in the routing path of the data to be transmitted by SeNB. The data is distributed from S-GW with the alternative 1A, but at MeNB with the alternative 2A. This difference leads these two alternatives to have different impact on the signaling exchange with core network. Figure 3 illustrates possible signaling flows for SeNB addition with alternatives 1A and 2A:

· With 2A, it is possible to accomplish SeNB addition with signaling exchange only in the green area; 

· In addition to those in green area, the alternative 1A would also need signaling exchanges in red area. 
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Figure 3 Signaling flow example for SeNB addition
The followings can be observed from Figure 3:

1) In both 1A and 2A, it is always MeNB who selects the SeNB to be added and the bearer whose data are to be offloaded to SeNB.

2) Both 1A and 2A starts with the same signaling procedure in RAN, which operates on the same L2 protocol stack between UE and eNB.
3) Then 1A applies extra signaling towards core network (after the RAN operations) to establish a direct tunnel between S-GW and SeNB for the offloaded bearer. The change in data path of the offloaded bearer is achieved without interrupting a UE’s ongoing aggregation of data streams from both MeNB and SeNB.
This kind of direct tunnel operation through S-GW routing allows network to balance data forwarding load over Xn, as MeNB may request S-GW to route the data of a specific bearer directly to an SeNB. However, this is at the expense of exposing the data split operation to core network. For example, the change of SeNB in multi-site aggregation involves the operations in MME and S-GW, and consequently incurs larger overall interruption time [8] and signaling load [9]. In addition, S-GW routing can’t take advantage of the tightly combined MeNB-SeNB network to achieve more flexibility on traffic handling, and more dynamic load balancing.
Observation 3: The alternatives 1A and 2A have the same impact on the air interface. In addition to the RAN procedure needed in 2A, 1A involves extra signaling procedure in core network to establish direct tunnel between S-GW and SeNB for the offloaded bearer. The path switch of the offloaded bearer between 2A and 1A is a network operation transparent to UE. The extra core network procedure incurred by 1A makes tradeoff between backhaul load and signaling overhead and offloading interruption time incurred during SeNB change.  
Small cell backhaul aggregation at RAN level (e.g., MeNB) is a typical architecture recommended by NGMN and small cell forum. It provides an economic deployment for both MeNB routing and S-GW routing, because “in majority of the cases there is pre-existing transport infrastructure in place for connecting the existing macro cell base stations to controllers and core nodes.” [10]. In addition, all proposed UP alternatives are based on MeNB routing, with the only exception of 1A.
Proposal 3: If inter-bearer-split is agreed, the alternative 2A should be a baseline, which consists of UP L2 protocol aspect and RAN procedure common to 1A and 2A, and of MeNB routing common to most UP alternatives. The extra core network procedure to establish direct tunnel between S-GW and SeNB can be further studied to balance the backhaul load with the increased signaling overhead and offloading interruption time incurred during SeNB change.

2.3
Applicability of the selected alternatives to the identified challenges 
Three major deployment scenarios are identified in SCE SI, together with specific challenges to be dealt with [2]. In this section, the alternatives 3B/C, 2A, and 1A are studied to see if they may provide solutions/mechanisms to meet those challenges under different deployment scenarios.
The previous discussion on UP alternatives is focused mostly on Scenarios 1 & 2, assuming direct radio connection between UE and both MeNB and SeNB. In Scenario 3, 1A is less appealing than 2A, as it can’t support the reduction of the signaling load towards the core network for SeNB change. With 2B/C being a special configuration, 3B/C can be applied to the scenario 3. If the UE is at the edge of both MeNB and SeNB or at the edge of current SeNB and a potential new SeNB, 3B/C may offer the potential of avoiding ping-pong effect between eNBs. For example, if the network identifies that a UE is at the edge of two small eNBs, noted as SeNB1 and SeNB2, the UE can be configured to receive data of a bearer from both SeNB1 and SeNB2, avoiding the back and forth cell switching and bearer moving between SeNB1 and SeNB2.
Table 1 summarizes the applicability of the selected alternatives to the identified challenges.
Table 1 Applicability of the selected alternatives to the identified challenges
	
	3B/C
	2A
	1A

	Mobility robustness
	Scenario 1: +
Scenario 2: +
	Scenario 2: + 
	Scenario 2: +

	Increased signalling load (e.g., to CN) due to frequent small cell change
	Scenario 1: +
Scenario 2: +
Scenario 3: +
	Scenario 1: +
Scenario 2: +
Scenario 3: +
	

	Difficult to improve per-user throughput by utilizing radio resources in more than one eNB
	Scenario 2: ++
	Scenario 2: +
	Scenario 2: +


Observation 4: the alternative 3B/C can meet all identified challenges.
2.4
RAN2 and RAN3 building components of the selected alternatives 
The selected UP alternatives can be supported through combining building components of RAN2 and RAN 3. There are two main RAN2 building components:
1) Legacy L2 protocol stack for inter-bearer-split; and
2) Advanced L2 protocol stack for intra-bearer-split at PDCP.
There are also two main RAN3 building components:

1) PDCP SDU/PDU transfer over Xn, for inter/intra-bearer-split at MeNB; and
2) Partial path switch, for inter-bearer-split at S-GW.
Table 2 illustrates how the selected UP alternatives are supported by the RAN2 and RAN3 building components.
Table 2
RAN2 and RAN3 Building Components For UP Alternatives
	
	RAN2 building components

	
	Legacy L2 protocol stack
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	Advanced L2 protocol stack
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	RAN3 building components
	 PDCP SDU/PDU transfer over Xn 
	2A
	3C

	
	Partial path switch
	1A
	


PDCP SDU transfer over Xn used in 2A, is a straightforward extension of the data forwarding of PDCP SDUs over X2 interface, which is already supported for handover procedure in current standards. Hence, the alternative 2A has the least impact in RAN2 on L2 protocol stack and in RAN3 on inter-node interface.
Observation 5: The alternative 2A has the least impact on RAN2 and RAN3 specifications.
Proposal 4: As a way forward, the alternative 3B/C should be supported for the performance and flexibility it offers in small cell enhancement; and the alternative 2A should be a baseline for inter-bearer-split, for its simplicity and easiness to be defined.
3 Conclusion
Observation 1: Intra-bearer-split provides the best performance and flexibility for small cell enhancement.

Proposal 1: Intra-bearer-split should be supported for small cell enhancement.
Observation 2: The alternative 3B/C achieves the best balance between the overall efficiency and complexity, and is the most suitable solution to support intra-bearer-split feature.
Proposal 2: The alternative 3B/C should be supported to support the intra-bearer-split feature.
Observation 3: The alternatives 1A and 2A have the same impact on the air interface. In addition to the RAN procedure needed in 2A, 1A involves extra signaling procedure in core network to establish direct tunnel between S-GW and SeNB for the offloaded bearer. The path switch of the offloaded bearer between 2A and 1A is a network operation transparent to UE. The extra core network procedure incurred by 1A makes tradeoff between backhaul load and signaling overhead and offloading interruption time incurred during SeNB change.
Proposal 3: If inter-bearer-split is agreed, the alternative 2A should be a baseline, which consists of UP L2 protocol aspect and RAN procedure common to 1A and 2A, and of MeNB routing common to most UP alternatives. The extra core network procedure to establish direct tunnel between S-GW and SeNB can be further studied to balance the backhaul load with the increased signaling overhead and offloading interruption time incurred during SeNB change.

Observation 4: the alternative 3B/C can meet all identified challenges.

Observation 5: The alternative 2A has the least impact on RAN2 and RAN3 specifications.

Proposal 4: As a way forward, the alternative 3B/C should be supported for the performance and flexibility it offers in small cell enhancement; and the alternative 2A should be a baseline for inter-bearer-split, for its simplicity and easiness to be defined.
References

[1] R2-131621, “Email Discussion Report on U-Plane Alternatives [81bis#19]”, Nokia Siemens Networks (Rapporteur).
[2] 3GPP TR 36.842 v0.2.0, “E-UTRA Study on Small Cell Enhancements for E-UTRA and E-UTRAN – Higher layer aspects”.
[3] R2-130124, “User data rate enhancements with inter-site CA”, Nokia Siemens Networks, Nokia Corporation.
[4]  R2-131666, “Performance evaluation of Inter-Node User Plane Aggregation”, Ericsson, ST-Ericsson
[5] R2-131782, “Throughput results for inter-frequency deployment of small cells”, Huawei, HiSilicon
[6] R2-132103, “Quantitative analysis on inter-node inter-frequency radio resource aggregation”, NTT DOCOMO.
[7] R2-132833, “Performance evaluation of per-user throughput enhancement with multi-stream aggregation over non-ideal backhaul”, Huawei.
[8] R2-131786, “Analysis of Latency Related Issues for UP Protocol Alternatives”, Huawei, HiSilicon.
[9] R2-131783, “Analysis of mobility generated signaling load towards core network”, Huawei, HiSilicon.
[10] “Small cell backhaul requirements”, the NGMN Alliance.








































































































































































































































































































































 1/7

_1428504335.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


Xn


PDCP


RLC


MAC



_1435580260.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC



_1437480016.vsd
MME


S-GW


UE1


Bearer Setup Request
> UE1 AP ID 
>Bearer To Be setup List
>> Bearer ID 2
>> IP Address and TEID of UL


 Bearer Setup Response
> UE1 AP ID 
>Bearer To Be setup List
 >> Bearer ID 2
 >> Small Cell Node 2 
IP Address and TEID of DL;


RRC Connection Reconfiguration


RRC Connection Reconfiguration Complete


MeNB


SeNB


Bearer 1


Bearer 2


Start of the addition of SeNB


Path Switch Request
>UE AP ID
>Bearer To Be Switched
in Downlink List
 >>E-RAB ID 2
>> Small Cell Node 2 
IP Address and TEID of DL;


Modify bearer Request
>>E-RAB ID 2
>> Small Cell Node 2 
IP Address and TEID of DL;


 Modify Bearer  Response


Bearer 1


Bearer 2


End of the addition of SeNB


Path Switch Request ACK


MME should not release other Bearers which are not included in the path switch request


Measurement report


Trigger the Path Switch procedure



_1435580418.vsd
MeNB


SeNB


PDCP


RLC


MAC


Xn


RLC


MAC



_1428504410.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


Xn


RLC


MAC



_1428504101.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


Xn



_1428504152.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


Xn


RLC



_1428504290.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


Xn


RLC


MAC



_1428504129.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


Xn



_1428503217.vsd
MeNB


PDCP


RLC


MAC


SeNB


PDCP


RLC


MAC


S1


S1



