3GPP RAN WG2 Meeting #83


R2-132697
Barcelona, Spain, 2013-08-19
Title:
[DRAFT] Reply LS on Questions to RAN on UPCON
Response to:
LS R2-132280 on Questions to RAN on UPCON from SA2
Release:
Rel-12
Work Item:
UPCON
Source:
Ericsson [Change to RAN2 if LS is approved]
To:
SA2, RAN3
Cc:
-
Contact Person:


Name:  Riikka Susitaival


Tel. Number: +35892992214


E-mail Address:
Riikka [dot] Susitaival [at] Ericsson [dot] com
Attachments:


1. Overall Description:

RAN2 would like to thank SA2 for their LS on UPCON. Below we try to answer SA2’s questions but would like to point out that the experienced congestion depends on a set of volatile parameters and each UEs instantaneous condition and hence RAN2 needs to understand the whole loop of congestion reporting and mitigation envisaged by SA2 in order to give a more concrete answer.
Q1: Based on which implementation-independent criteria can the RAN determine whether it experiences user-plane congestion?

A1: Congestion is defined as the load level at which the offered load exceeds the system (cell) capacity. How to determine this load level depends primarily on the service and its QoS requirements. The RAN or more specifically the scheduler in a (e)NodeB aims to maximize the capacity, i.e., to fulfil the QoS requirements of as many UEs/RABs as possible. 

For VoLTE the capacity is defined as the load level at which 95% of the users receive 98% of the VoIP frames within the delay budget. In principle the RAN could report occasions in which e.g. less than 98% of all VoLTE packets of 95% of the VoLTE users are delivered within the PDB. Or, if the reporting is supposed to be per user, the RAN could report that the anticipated delay budget was exceeded for 98% of the packets on that bearer. 
However, the scheduler in the RAN is designed to avoid such congestion events and they should therefore be considered as an exception. One should also note that such kind of reporting already exists as the eNB may release a bearer if it cannot fulfil the QoS requirements (see e.g. 23.203, 6.1.7.3 Allocation and Retention Priority characteristics: “[ARP] can also be used to decide which existing bearers to pre-empt during resource limitations”).

For other services such as general internet access no such metric is defined as of today. RAN2 think that for such services a low throughput (e.g. scheduled IP throughput, 36.314) could potentially be used as an indication of congestion. But even more than for VoLTE, the achieved bit rate of one user’s bearer depends primarily on the UE’s instantaneous radio conditions as well as on the scheduling algorithm. The former makes it not a very good metric for congestion and the latter makes it (scheduler) implementation dependent. 

RAN2 would also like to point out that for general internet access (e.g. web-browsing, video streaming, file transfer, …) a few metrics can certainly be excluded: Most Internet services use TCP as underlying transport layer mechanism which is greedy and tries to fully load the underlying bottleneck link. Queue management is typically used in the node in front of that bottleneck link in order to limit the queue size and thereby also the queuing delay. Therefore, for such services, the queuing delay is not a metric for congestion – it only shows how the AQM algorithm has been tuned. 

At least for RLC acknowledged mode, the ratio of transmission related losses is below 10E-6, i.e., packets that are transmitted will also be received. This is pretty much independent of the load in the cell and therefore, transmission related losses cannot be used as indication of congestion. The amount of congestion related losses depends on the application behaviour (e.g. number of parallel TCP flows), the e2e delay, the data rate and on the queue management algorithm of the node in front of the bottleneck link. A high drop rate may be indicative of an application using many parallel TCP flows or of a low end-to-end latency or of a low data rate on the bottleneck link. But as such the ratio of congestion related losses is not a good indication for congestion. 

Q2: To enable that multiple congestion levels can be determined and reported to the Core Network while also ensuring the same severity level being reported by different RAN implementations in similar congestion situations, which implementation-independent criteria need to be configurable by operators in the RAN to enable the RAN to detect and derive the different severity levels of congestion?

A2: As discussed for the previous question, today the severity of congestion is not defined. Either the QoS requirements of a bearer are fulfilled or they are not. If, for example, a cell serves 30 VoLTE calls and one file download, the scheduler may decide to maximize the throughput of the download by bundling voice packets on the radio interface and thereby to minimize the resource consumption of those. If the eNB’s packet delay budget (PDB) for QCI1 is set to e.g. 60ms, the scheduler can bundle up to three VoIP frames. Quite many packets will then experience a delay close to the PDB but that is not at all an indication of congestion but rather of a good scheduler implementation. Therefore, it would be wrong to indicate that the cell is close to congestion based on the observed delay. 
Looking only at internet access bearers, one could potentially define more than one thresholds for the scheduled IP throughput and indicate per bearer which of the thresholds is (not) exceeded. However, this metric would highly depend on the scheduling algorithm (rate-fair; maximum channel quality; proportional fair, …) and therefore be implementation dependent as well. Based on this analysis, it appears difficult to define and report severity of congestion.  

General Feedback and Questions
As mentioned above, RAN2 would like to obtain further information on how SA2 expects to use congestion information from the RAN in the CN. 
RAN2 would like to point out that RAN nodes use a lot of information (e.g. radio quality measurements for all users in the cell, queue state, scheduling algorithm, queue management algorithm, …) to maximize system capacity and user experience. There is a general understanding that scheduling, congestion handling and error correction should be done as close to the bottleneck link as possible in order to get as much and as timely information as possible. This understanding led to the development of HSDPA and LTE where these functions are executed by the base station and the UE. Therefore,  [QUESTION A] RAN2 wonders how the CN is expected to use much coarser information to enhance performance or capacity beyond what RAN-based algorithms can achieve today. RAN2 sees a risk that by moving or duplicating such functions to the CN could interfere with the RAN’s functionality and would likely reduce the system capacity rather than enhancing it. 
[QUESTION B] What mechanism does SA2 assume to avoid such RAN under-utilization? [QUESTION C] Has SA2 performed any quantitative analysis to assess the expected performance improvement or performance degradation as a result of the CN based congestion mitigations in comparison to RAN based congestion mitigation?
It is RAN2’s understanding that the congestion level of different UEs that share the same RAN cell’s resources will be used in PGW and/or PCRF nodes that may be different. There may also be roaming UEs whose PGW and PCRF nodes are in a different PLMN. [QUESTION D] How can the consistent handling of those UEs be guaranteed in the different PGW and/or PCRF nodes?

[QUESTION E] Does SA2 have any assumed limitations on the amount of traffic that is exposed to traffic throttling or gating policies? I.e., does SA2 assume that only a small fraction of traffic flows is exposed to traffic throttling, or would rate shaping or gating policies be possibly applied to the majority of traffic flows?

2. Actions:

To SA2 group.

ACTION: 
RAN2 respectfully asks SA2 to take RAN2’s answers into account and to answer RAN2’s questions.
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