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1 Introduction

This contribution discusses the gradient bases scaling solution that we proposed for improving HetNet Mobility RObutsness. The contribution summarises results from our analysis regarding filtering aspects and adresses some related questions/ issues raised during the e-mail discussion. We intend to provide a further revision that also includes and discusses system level simulation results.
2 Discussion

2.1 Brief solution description

The basic gradient proposal is that the UE scales the TTT and/ or offset depending on how fast the difference in signal strenght between source and target changes i.e. as follows:

G = ({RSRPTargetCell(t) – RSRPSourceCell(t)} – {RSRPTargetCell(t-ΔT) – RSRPSourceCell(t-ΔT)})/ ΔT

The desired UE behaviour based on gradient:

· If G≤ Thresh1 THEN


Do not apply scaling (normal)

· If Thresh1 < G ≤ Thresh2:
Apply scaling to expedite HO (UE moves fast relatively to cell range)

· If Thresh2 < G




Apply scaling to avoid HO (as HO would result in short TimeOfStay)

Before discussing system simulations results to evaluate the performance of the gradient solution, we will discuss some the filtering and the setting of the thresholds.
2.1 Filtering aspects

It seems undersirable if fast radio signal changes e.g. due to fading/ shadowing result in the UE triggering scaling to expedite or avoid HO. On the other hand, averaging over a longer period may result in delays causing HO not to be expedited while needed. Thuis it seems desirable to investigate what kind of filtering is optimal for gradient based scaling.

Independent/ parallel filtering

Out starting point is to use independent/ parallel filtering for measurement evaluation and gradient based scaling, as the optimal setting of the filters for the two operations may be different. In the following figure this is illustrated by separate inputs from L1 and by separate L3 filters.

Fig 1. Independent/ parallel filtering
L1 filtering

We understand that it is generally assumed that L1 reports measurements to L3 once every 200ms (i.e. at point B), while these results are based on 5 samples each 40ms apart. Alternatively L1 could provide an updated result every 40ms, with the updated result being based on the last 5 samples (i.e. a 200ms period with a sliding window).The two approaches are illustrated in the following figure (B/ B').

[image: image1]
Fig 2. Measurement models with single or multiple L1 inputs per measurement period
We note that any scaling based solution may result in TTT values that are shorter than the 200ms measurement period. We assume that the UE requires at least 2 L1 inputs for triggering a MR message, meaning that the actual TTT is limited by the interval between L1 inputs. Hence, to effectively support short TTT values we propose:
Finding 1
For solutions using low TTT values (e.g. due to scaling), it is beneficial if the measurement evaluation receives an updated L1 input every 40ms (i.e. B')
Simulations showed that if the gradient based scaling receives an updated L1 input every 40ms (B'), the results are less stable than when only having a L1 input every 200ms (B). We think this is because with B' a new gradient value is determined by a single new measurement sample, whereas with B a new gradient value is determined by 5 samples i.e. more there is more averaging. Simulations also showed that it seems sufficient to calculate a new gradient value once per 200ms value, as the average gradient is stable already well before the handover region.
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Fig 3. Average gradient values
Based on this, we propose:

Finding 2
For the gradient calculations it is beneficial to receive a L1 input every 200ms (i.e. B)

L3 filtering

Initial simulations showed that without L3 filtering the gradient curves are quite unstable, as illustrated by the following figure.
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Fig 4. Unstable gradient when using limited L3 filtering
Simulations also showed that L3 filtering performs better than using a larger ΔT i.e. that larger ΔT values still resulted in quite significant dips and peaks in the gradient values, which is possibly because with a larger ΔT may still result in unlucky combinations of L1 inputs. Assuming the L1 and L3 filtering provide sufficient means to combat fading/ shadowing, there seems no need to play with ΔT also. I.e. we can use the interval between L1 inputs as ΔT. Hence, we propose:
Finding 3:
L3 filtering outperforms use of a larger ΔT, hence it is fine to use the interval between L1 inputs as ΔT
Simulations showed that increasing L3 filtering causes the gradient to lag behind somewhat i.e. it moves the point at which a certain value is reached closer to the handover region. However, with limited L3 filtering the gradient curves still include many temporary peaks and dips. These peaks and dips can have quite bad consequences:

· 
Dip: for TTT it is not so bad to have a temporary dip as there is no history. If we use it for scaling of the offset, a dip is worse as it might mean the entry condition is temporarily not met anymore and we have to ‘reset TTT’

· 
Peak: for peaks the situation is the other way around i.e. for TTT a short peak could accidentally expedite the triggering of a HO, which may result in ping pong. For offset there is however no real harm, as it may just result in the entry condition being met once (but we still have TTT)

· 
When using the 2nd threshold i.e. use the gradient to avoid HOs likely to result in short ToS, a temporary peak might result in HO being avoided
A possible way to combat temporary peaks/ dips would be to use a scheme alike the mechanism for RLF detection i.e. to apply scaling only if n out of the last m values are above thresh1. Simulations showed that with a scheme like this, it seems possible to use limited (potentially none) L3 filtering, and thus it is possible to avoid the 'lagging behind' problem (i.e. a reduced region/ area in which scaling is applied). Note that we assume that L3 filtering mainly reduces the magnitude of the peaks & dips, but does not affect their number.
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Fig 5. Scaling when using n out of m with limited L3 filtering
Finding 4:
Use of n out of m with limited L3 filtering performs well w.r.t. avoiding peaks & dips while resulting in scaling over a wide area around the handover region
2.2 Further related questions/ issues

Does the UE need to measure more frequently?

>As discussed in the previous section, the gradient based scaling uses the the normal L1 input i.e. there is no need to measure more frequently. Note however that we assume that any solution scaling TTT would benefit if the measurement evaluation function would receive from L1 every 40ms an updated result, reflecting the average of the last 200ms.
Is this a short term estimation? If so, what about the shadowing impact?

>As indicated in the previous, some proper filtering needs to be done. For n out of m we have seen good results with 3 out of 5, meaning the gradient spans a period of 1s. The curves provided in the previous illustrate that the average gradient has a pretty stable value in wide area around the handover region.
Measurement error impact?

> Any other solution based on L1 measurement, is sensitive to L1 measurement errors. Due to the differential nature, only dynamic changes affect the gradient. The filtering described in the previous does however provides protection against this.
How to ensure UE performance?

>We think performance is determined by the L1 measurements, as tthe further processing is straightforward, and hence no new performance requirements need to be defined.
UE complexity

>We agree that gradient based scaling introduces some additional functionality but think that it is limited to an additional L3 measurement filter (might not be needed), the calculation of the gradient and the resulting scaling factor, as well as the actual scaling (as in other methods). All in all we think the complexity is not very different from other scaling based solutions.
3 Conclusion & recommendation
This contribution discusses the gradient based scaling solution and summarises results from our analysis regarding filtering aspects. The paper also adresses some related questions/ issues raised during the e-mail discussion. We intend to provide a further revision that also includes and discusses system level simulation results. RAN2 may consider this in the furhter work on HetNet Mobility RObutsness.
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