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1.
Introduction
At RAN Plenary #58, a study item (SI) for enhancements to small cells for LTE was agreed and described in [1]. One objective of the SI is to evaluate the possible benefits of dual connectivity to more than one eNB, a MeNB and a SeNB. 
At RAN1#72, a set of evaluations assumptions [2][3] including scenarios and simulation parameters was agreed.
At RAN2#82, it was determined that inter-eNB aggregation shows technology potential in terms of per-user throughput, which motivates looking into possible impact to the protocol architecture [4]. A number of observations and possible alternatives for both the user plane and the control plane architecture are already described in TR 36.842 [5].

This contribution presents simulation-based results showing benefits of dual connectivity, focusing on the throughput benefits obtained by enabling simultaneous reception in the downlink from a macro cell (MeNB) and a small cell (SeNB) in different frequencies using inter-eNB DL carrier aggregation.
The simulation results show that very significant benefits may be obtained from a UE throughput perspective if support for simultaneous DL reception is introduced. Those results should be considered to further confirm the technology potential on inter-eNB carrier aggregation with dual connectivity and should be taken into consideration when discussing UE capabilities and physical layer aspects of dual connectivity [6].
2
Evaluation methodology
The evaluation uses Small cell scenario 2a which consists of a macro layer and a small cell layer in different frequency bands and where the small cells are deployed in outdoor clusters. The specific deployment under study has 1 cluster of 10 small cells per macro cell area. Small cells that are not serving any UE’s are still transmitting CRS, i.e. no small cell On/Off mechanism is modeled.
To assess the benefit of enabling simultaneous DL reception from both macro and small cells, the following cases are simulated:
· In the first case (baseline), a UE can be connected to a single eNB only. Cell association is based on RSRQ to balance the load between layers, with no bias;

· In the second case, a UE can be connected to a small cell only, a macro cell only, or simultaneously to both a small cell and a macro cell (dual connectivity). A UE is connected to both if the RSRQ difference between the small cell and the macro cell is within a threshold X (e.g. 3 dB or 6 dB). When a data burst arrives for a UE in dual connectivity, download may occur simultaneously from the MeNB and the SeNB.

3
Simulation results

Table 1 summarizes key user throughput statistics for the baseline and dual connectivity cases where two values of the threshold were tested. A significant improvement can be observed for both the mean user throughput and the cell edge throughput. Figure 1 shows the CDF of the throughput per data burst. It is noted that although not all UE’s operate using dual connectivity (the percentage with a threshold of 6 dB is 68%), all UE’s benefit from the more efficient transfer of data of the dual connectivity UE’s. 
Observation 1: 
Enabling simultaneous DL reception from macro eNB and small cell eNB provide significant UE throughput gains across the system.
Table 1: User throughput statistics with and without dual connectivity.

	Simulation Case
	Mean User Throughput (Mbps)
	5%-ile Cell Edge Throughput (Mbps)
	% Macro UEs
	% DC 

UEs

	
	All UEs
	Macro UEs
	Pico UEs
	DC UEs
	All UEs
	Macro UEs
	Pico UEs
	DC

UEs
	
	

	Baseline
	22.8
	18.7
	24.6
	N/A
	8.5
	6.4
	10.2
	N/A
	31
	N/A

	Dual connectivity 
	X = 3 dB
	30.0

(+31%)
	18.8

(+0.6%)
	25.4

(+3.4%)
	37.7
	11.6

(+36%)
	6.7

(+4.4%)
	11.7

(+15%)
	16.1
	9.7
	42

	
	X = 6 dB 
	32.1
(+41%)
	19.3
(+3.3%)
	29.2
(+19%)
	33.5
	14.0
(+65%)
	6.9
(+7.9%)
	13.7
(+34%)
	15.7
	1.7
	68
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Figure 1. CDF of UE throughput with and without dual connectivity.

Figure 2 shows the share of data transmitted from the macro cell for UE’s in dual connectivity. It is observed that for 80% of UE’s in dual connectivity the traffic share of the macro cell is roughly between 20% and 60%, with the median at 40%.
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Figure 2. CDF of the share of data transmitted from macro cell for dual connectivity UE’s.

3
End-to-end performance considerations

The UE throughput benefits shown by the above results translate into gains from end-to-end perspective. However, the exact nature of the benefits depends on a number of protocol architecture aspects, which aspects are in scope of RAN2.
RAN2 is currently considering two main options for the transfer of user plane data, according to whether data split between the macro cell and the small cell takes place at the S-GW (option 1 in [5]) or takes place at the macro eNB (options 2, 3 in [5]). In case data split takes place at the macro eNB, it may be possible to split the data from a single bearer to the macro and small cells (option 3 in [5]).
The UE throughput benefits shown in section 2 are applicable to all three data split options, and may be fully realized at least for a UE that has one (ore more) bearer(s) on which it concurrently receives downlink data from each eNB. For a UE with a single EPS bearer, the UE throughput benefits may additionally be realized if option 3 is supported.

End-to-end benefits for a UE with at least one active EPS bearer from each eNB 

In case the data flow from a single bearer cannot be split between the macro cell and the small cell (i.e. options 1, 2 in [5]), the throughput benefits observed from the results described in section 2 are applicable to a large extent provided that the UE concurrently download from multiple data flows if at least one flow is transferred from the MeNB and while at least one other flow is transferred from the SeNB. Such scenario may occur with simultaneous TCP connections opened (as is commonly done by applications), for example when streaming occurs at the same time as web browsing, and so on.

End-to-end benefits for a UE with a single active EPS bearer

In case the data flow from a single bearer can be split, the throughput increases observed in the previous section will directly materialize as a higher capacity link from TCP’s perspective, as long as the capacity of the remaining part of the link (including backhaul) is at least as large. On the other hand, the end-to-end performance with TCP in terms of download time also depends on the latency of the link due to the slow start. Since operating in dual connectivity has the potential of increasing latency (depending on the backhaul architecture), it is justified to investigate if the gains provided by the higher capacity links are not negated by higher latencies.
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Figure 3 – Star topology
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Figure 4 – Hierarchical topology


Impacts of transport network topology - Star topology

We define the star topology as an arrangement where a centralized routing function connected to the CN routes traffic to the physical macro site (MeNB) and to the physical pico site (SeNB). This is pictured in figure 3 above.
With this topology, a fixed delay of X=20ms is assumed between the CN and the routing function.

Backhaul scenario A uses the star topology with a backhaul corresponding to “Fiber Access 3”, and from the corresponding range of delay values a fixed delay of Y=5ms is assumed between the routing function and any of the sites. The resulting latency for single connectivity to the macro site or to the pico site is thus X+Y=25ms. For dual connectivity, when a single flow is used with bearer split as per option 3 it is assumed that the fixed delay for each of the TCP packets is based on a reordering function (e.g. in PDCP) such that the slowest path (X + 3*Y=35ms) is used when deriving the RTT experienced by all packets of the flow.
Backhaul scenario B uses the star topology with a backhaul corresponding to “Fiber Access 1” where Y=20ms. Correspondinly, the resulting latency for single connectivity to the macro site or to the pico site becomes X+Y=40ms. For dual connectivity, for a single flow assuming option 3 and a PDCP reordering function is supported, the slowest path becomes (X+3*Y=80ms) when deriving the RTT experienced by all packets of the flow.
Impacts of transport network topology – Hierarchical topology

We define the hierarchical topology as an arrangement where a centralized physical macro site (MeNB) includes a routing function connected to the CN, where traffic can be routed to the physical pico site (SeNB). This is pictured in figure 4 above.
Backhaul scenario C uses the hierarchical topology with a backhaul corresponding to “Fiber Access 3”, and from the corresponding range of delay values a fixed delay of Y=5ms is assumed between the macro site and any of the pico sites. The resulting latency for single connectivity to the macro site is thus X=20ms, while for pico sites it remains X+Y=25ms. For dual connectivity, when a single flow is used with bearer split as per option 3 it is assumed that the fixed delay for each of the TCP packets is based on a reordering function (e.g. in PDCP) such that the slowest path (X+Y=25ms) is used when deriving the RTT experienced by all packets of the flow.

Backhaul scenario D uses the hierarchical topology with a backhaul corresponding to “Fiber Access 1” where Y=20ms. Correspondinly, the resulting latency for single connectivity to the macro site remains X=20ms, while for pico sites it becomes X+Y=40ms. For dual connectivity, for a single flow assuming option 3 and a PDCP reordering function is supported, the slowest path becomes (X+Y=40ms) when deriving the RTT experienced by all packets of the flow.

TCP performance results
Statistics of the total TCP transfer time are generated based on the simulated results for the link throughput of the previous section, which are used as the available link throughput as seen by TCP. For the modelling of TCP, a packet size of 1500 bytes is assumed, TCP slow start initially sends 2 packets and the window size is doubled for every RTT. It is also assumed that there is no TCP loss. Finally, it is assumed that the latency between the CN and the TCP server is included in the 20ms latency of the CN interface.
The results of this investigation are summarized in Table 2 below, which shows statistics of the total TCP download time for different scenarios of backhaul topology between the S-GW, MeNB and SeNB and backhaul technologies (including “Fiber Access 1” and “Fiber Access 3” from TR 36.932 [7]) and different file sizes. These results show that in all backhaul scenarios the download time is significantly reduced with a file size of 5 MB and that the improvement is more significant for slower downloads. With a smaller file size (0.5 MB) there is one scenario (B) where the additional latency results in a significantly worse download time; this is because in this case, TCP could not optimally use the higher available link throughput such that it could not compensate for the longer RTT leading to a longer slow start phase. In all other scenarios, there is still significant improvement for the slower downloads.
Table 2: TCP download time statistics with and without dual connectivity.
	Backhaul scenario
	Latencies

Macro/Small/DC

(ms) 
	File Size (MB)
	Average download time (s)
	95th percentile of download time (s)

	
	
	
	Baseline
	DC
	Baseline
	DC

	A


	25/25/35
	0.5
	0.48
	0.51
(+5.2%)
	0.78
	0.62
(-21%)

	
	
	5
	2.8
	2.0
(-30%)
	6.5
	3.6
(-44%)

	B
	40/40/80
	0.5
	0.67
	1.01
(+52%)
	0.92
	1.20
(+30%)

	
	
	5
	3.0
	2.5
(-16%)
	6.6
	4.2

(-37%)

	C
	20/25/25
	0.5
	0.46
	0.41

(-11%)
	0.76
	0.52

(-31%)

	
	
	5
	2.8
	1.9

(-33%)
	6.5
	3.5

(-45%)

	D
	20/40/40
	0.5
	0.59
	0.60

(+2.2%)
	0.82
	0.69

(-15%)

	
	
	5
	2.9
	2.1 

(-30%)
	6.6
	3.7

(-43%)


The above analysis leads to the following observation:

Observation 2: 
Throughput gains brought by enabling simultaneous downlink reception in dual connectivity provide significant end-to-end performance benefits with realistic backhaul latencies and file sizes.
4
Conclusions

This contribution presented the results of an evaluation of the benefits of dual connectivity, focusing on the throughput benefits obtained by enabling simultaneous reception in the downlink from a macro cell and a small cell in different frequencies (i.e. DL carrier aggregation). The following observations were made:
Observation 1: 
Enabling simultaneous DL reception from macro eNB and small cell eNB provide significant UE throughput gains across the system.
Observation 2: 
Throughput gains brought by enabling simultaneous downlink reception in dual connectivity provide significant end-to-end performance benefits with realistic backhaul latencies and file sizes.

Our conclusion is that whichever protocol architecture option is ultimately decided, enabling simultaneous DL reception from both small cell and macro cell should provide significant benefits.
Based on the above observations the following recommendation is made:

Proposal: For the evaluation of physical layer aspects of dual connectivity, it should be assumed that simultaneous DL reception from the macro cell and the small cell is to be supported.
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Appendix A
Simulation assumptions
Table 2: Summary of system-level simulation assumptions
	Parameter
	Values used for evaluation

	Deployment
	Scenario 2a
1 cluster per macro area, 10 small cells per cluster

	Number of UEs
	30, 80% dropped indoors

	Simulation duration
	10000 TTI

	Tx power setting
	Macro cell: 46 dBm
LPN/Pico: 30 dBm

	System bandwidth
	10 MHz 

	Antenna configuration
	2x2x2 Xpol

	Antenna Pattern
	Macro cell: 3D

LPN/Pico: 2D

	Feedback scheme
	PMI/CQI per cell/Tx point

Feedback periodicity: 10ms

Feedback delay: 6ms

	Channel estimation
	Ideal

	CRS interference
	White noise, power averaged per RB

	UE Receiver
	MMSE-IRC

	Traffic Model
	NFB FTP Model 3
Packet arrival rate per UE: (=1/3 

	Link adaptation
	Realistic

	Handover Margin
	0 dB

	DL transmission scheme
	SU-MIMO rank 2


Appendix B
CDF of Download Time
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Backhaul Scenario A










Backhaul Scenario B
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Backhaul Scenario C










Backhaul Scenario D

Routing Function

CN

Macro Site

Pico Site

Pico Site

Pico Site














CN

Pico Site

Pico Site

Pico Site

Macro Site












