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1
Introduction
In RAN#59 meeting, a new study item on RAN aspects of Machine Type and other mobile data applications Communications enhancements [1] was approved.
In TR 23.887, several solutions for UE Power Consumption Optimization were captured. Some of the solutions, e.g. “Extended DRX in idle mode” and “Long DRX cycles in connected mode”, propose to extend the DRX cycle with longer values to decrease the UE power consumption.
Currently, the maximum DRX cycle length that can be configured is 2.56s for LTE and 5.12s for UMTS. In theory, the longer the DRX cycle becomes, the better the power saving performance achieves. However, longer DRX cycle will bring impacts to other protocol layers which might prevent the DRX cycle from further extending.
In this document, we will analyze the impacts to TCP layer, to core network and to RAN4 RRM requirements caused by longer DRX cycles.
2
Challenges of longer DRX cycle
2.1
Impacts to TCP layer

The TCP protocol is connection-oriented and is reliable for data transmission. MTC devices and smart phone might use TCP protocol for traffic data delivery. The following TCP procedures will be impacted if DRX cycle is further extended:

· TCP connection establishment procedure. When a TCP sender begins to establish a TCP connection, it sends a SYN packet to the TCP destination firstly, and starts a SYN retransmission timer with the length of tcp_init_rto. If the timer expires and no SYN_ACK packet is received, then the TCP sender will retransmit the SYN packet and restart the SYN retransmission timer with doubled length. After attempting SYN retransmissions tcp_syn_retries times without SYN_ACK received, the TCP sender ends the TCP connection establishment procedure with an indication of failure to the upper layer.

· TCP packet transmission and retransmission. The TCP sender sends a packet and starts the retransmission timer with the length based on the measured RTT (Round Trip Time). Note that, if the packet is transmitted after the TCP connection stays idle for a long period, the measured RTT value may be unreliable, and it is reasonable for the TCP sender to initiate the retransmission timer with the initial RTO value tcp_init_rto. If the timer expires and no corresponding ACK is received, then the TCP sender retransmits the packet and restarts the retransmission timer with doubled length. After attempting retransmissions tcp_max_data_retransmission times without ACK received, the TCP sender will terminate the TCP connection. 
· Keeping TCP connection alive. After sending the last packet, the TCP connection may not be terminated at once, and may be kept alive for the next transmission. In this situation, a TCP “keepalive” mechanism is used. After the last packet is sent, the TCP sender starts a keepalive timer with the length of tcp_keepalive_time. When the timer expires, the TCP sender sends a keepalive probe, and waits for an ACK to indicate that its TCP peer is alive. If no ACK is received, the TCP sender resends the keepalive probe after an interval of tcp_keepalive_interval. If no ACK is received for tcp_keepalive_probes consecutive times, the TCP connection is considered as broken.

The TCP parameters above might have different values under different operating systems. Some typical values for them are listed below:
Table 1: Typical value for TCP parameters

	Parameter
	Value

	tcp_init_rto
	3s

	tcp_syn_retries

	5

	tcp_max_data_transmission
	5

	tcp_keepalive_time
	7200s

	tcp_keepalive_interval
	75s

	tcp_keepalive_probes
	9


According the description of TCP procedures and the typical value for TCP parameters above, we can conclude that if a TCP sender begins to establish a TCP connection and no response is received from its peer within 189s, the TCP connection establishment will be failed. If a TCP sender begins to send data and no response is received from its peer within 189s, the TCP connection will be terminated. If a TCP sender begins to send keepalive probes and no response is received from its peer within 675s, the TCP connection will be terminated. Therefore, from RAN perspective, the DRX cycle length should be less than 189s, to make sure that the TCP connection could be successfully established and the TCP packet could be successfully delivered.
If the DRX cycle is smaller than 189s while larger than 3s, the first SYN or the first data together with their retransmissions will be buffered in the S-GW. Then at a later time all of them will be delivered to the UE together, which will unnecessarily waste the radio resources and backhaul resources.

Observation 1: Longer DRX cycle will bring impacts to TCP layer. From TCP layer perspective, the DRX cycle length should be less than 189s. For DRX cycle length larger than 3s, radio resources and backhaul resources might be unnecessarily wasted.
2.2
Impacts to core network
CN node will initiate the paging procedure when NAS signalling message or user data is pending to be sent to the UE when no NAS signalling connection exists. After the CN node requests the RAN to start paging, CN node will start a timer for this paging procedure, i.e. T3413 for MME and T3313 for SGSN. CN node will resend the paging message to RAN upon timer expires without paging response and abort on the fifth expiry of the timer. The timer length is network dependent but typically in the range of no more than 10s. If UE’s DRX cycle is larger than this timer, the paging procedure might fail. Even in case the paging procedure does not fail, unnecessary repeated paging messages may overload the S1/Iu interface and bring extra effort on the RAN node, which needs to handle more paging signallings.

When UE is in connected state, MME/SGSN may send NAS messages including the MM and SM to the UE. After the NAS message has been sent, a corresponding timer is started to supervise the procedure. Upon timer expiry without feedback, MME/SGSN will restart the timer and retransmit the NAS message. This retransmission is repeated four times, i.e. on the fifth expiry of timer, MME/SGSN will abort the procedure. Most of the NAS messages initiated by MME/SGSN follow the above handling. Typically the EPS SM/GPRS SM message related timer is 8s and the EPS MM/GPRS MM message related timer is 6s (as specified in 24.301 and 24.008). If UE’s DRX cycle is larger than this timer, the MM and SM procedure might fail. For some specific NAS procedures (i.e. ACTIVATE DEDICATED EPS BEARER CONTEXT REQUEST and AUTHENTICATION REQUEST), dedicate EPS bearer might be released even the UE might be deregistered from the network side. Even in case the MM and SM procedures do not fail, unnecessary NAS message interaction may overload the S1/Iu interface and UE would receive the same message several times.
Observation 2: Longer DRX cycle will bring impacts to core network signalling handling. As per the current NAS layer timers, the DRX cycle length should be less than 50s. To what extent the current NAS layer timers could be extended is up to SA2 to further study.
2.3
Impacts to RAN4 RRM requirements
Currently, RRM requirements in RAN4 are following DRX cycles, for example:
· Radio link monitoring. As per Table 7.6.2.2-1 in TS 36.133, when DRX cycle length is 2.56s, the Qin evaluation period and Qout evaluation period for UE should be less than 5*2.56s. 
· LTE intra frequency measurements. As per Table 8.1.2.2.1.2-1 and Table 8.1.2.2.1.2-2 in TS 36.133, when DRX cycle length is 2.56s, UE shall be able to identify a new detectable intrafrequency cell within 20*2.56s and measure 8 identified intrafrequency cells within 5*2.56s. 

If extended DRX cycle is used, the Qin evaluation period and Qout evaluation period will be extended accordingly. For stationary MTC devices, in theory, it is possible to relax the current requirements on radio link monitoring to some extent. However, in order to make sure that the stationary MTC devices could still monitor the radio link quality and react to the radio environment change in time, to what extent the current requirements could be relaxed and how long the DRX cycle could be extended should be carefully evaluated by RAN4. The trade-off between UE power saving and radio link reliability should be considered there.
If extended DRX cycle is used, the cell identification period and measurement period will be extended accordingly as well. Again, RAN4 should consider the trade-off between UE power saving and mobility robustness, and decide to what extent the current requirements could be relaxed and how long the DRX cycle could be extended.
Observation 3: Longer DRX cycle will bring impacts to RAN4 RRM requirements. To what extent the current RRM requirements could be relaxed is up to RAN4 to further study.
3
Summary
Based on the three observations in section 2, we can see that it doesn’t look like the DRX cycle could be extended as long as several tens of minute or hours. Before RAN2 can make a decision on how long the DRX cycle could be extended, evaluations and feedbacks from SA2 and RAN4 are needed.
Please note that if in the end, according the feedback from SA2 and RAN4, the extended DRX cycle will only be as long as several tens of second, RAN2 should consider whether the power saving benefits could justify the complexity caused by the introduction of extended DRX cycle, especially considering that if the extended DRX cycle is longer than 10.24s then the current SFN space have to be increased.
4
Conclusion

In this document, we analyzed the impacts to TPC layer, to core network and to RAN4 RRM requirements caused by longer DRX cycles, and we have the following observations:

Observation 1: Longer DRX cycle will bring impacts to TCP layer. From TCP layer perspective, the DRX cycle length should be less than 189s. For DRX cycle length larger than 3s, radio resources and backhaul resources might be unnecessarily wasted.

Observation 2: Longer DRX cycle will bring impacts to core network signalling handling. As per the current NAS layer timers, the DRX cycle length should be less than 50s. To what extent the current NAS layer timers could be extended is up to SA2 to further study.
Observation 3: Longer DRX cycle will bring impacts to RAN4 RRM requirements. To what extent the current RRM requirements could be relaxed is up to RAN4 to further study.
Based on the above observations, we can see that it doesn’t look like the DRX cycle could be extended as long as several tens of minute or hours. Before RAN2 can make a decision on how long the DRX cycle will be extended, evaluations and feedbacks from SA2 and RAN4 are needed.
Proposal: DRX cycle shouldn’t be extended as long as several tens of minute or hours. RAN2 should consult SA2 and RAN4 before making the decision on how long the DRX cycle will be extended.
5
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