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1. Introduction
The potential gain of inter-node inter-frequency radio resource aggregation has been discussed in the recent meetings (e.g., [1, 2]). To investigate the feasible gain, the following issues have been raised so far:
Issue #1: A deployment scenario such that both macro and small eNBs supports all carriers can be considered to improve user throughput and system capacity.

Issue #2: Feasibility of realising the user throughput improvement under the assumption of non-ideal backhaul between macro and small cells if all traffic is routed via the macro eNB. In particular due to the following characteristics:
· Lower backhaul throughput

· Larger backhaul latency
This paper attempts to look into these issues and investigate whether the feasible gain can be achieved.
2. Discussion
2.1. Issue #1: Deployment scenario analysis
A deployment scenario for inter-node radio resource aggregation is illustrated in Fig1(a). A dedicated carrier is assigned for macro and small cell layers, respectively. The alternative deployment explained in Issue #1 is illustrated in Fig1(b). In this scenario, U-plane radio resources across different carriers are aggregated by the same eNB with the existing CA. For each frequency layer, both macro and small cells are deployed on the same carrier. The number of deployed cells is doubled compared to the dedicated carrier deployment in Fig1(a). It is worth analysing whether the achieved throughput gain is reasonable with respects to the number of deployed cells, namely increased deployment cost. 
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(a) Dedicated carrier deployment






(b)
Mixed cell deployment for all carriers
Fig.1
Comparison of deployment scenarios.
This section attempts to compare these two scenarios by quantifying average user throughput in terms of the number of small cells. The average user throughput is evaluated for the following scenarios as illustrated in Fig.2:
Case 0: CA between macro cells (for reference)
Case 1: CA between macro cells of primary and secondary carrier, and CA between macro and small cells (both macro and small cells are deployed on the secondary carrier)

Case 2: CA between macro and small cells
In Case 1, there is no small cell on the primary cell carrier unlike Fig1(b). However, the key comparison point between the concerned scenarios is whether a dedicated carrier is assigned for macro/small cell layer or both the cells are deployed on the same carrier. In that sense, comparing Case 1 and 2 is still enough to look into this point. Simulation assumptions are listed in Annex A.
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Fig.2
Simulation scenarios.

Fig.3 shows average DL user throughput for a UE configured with CA in the above three cases. This result gives an interesting insight from deployment and cost viewpoints. Operators may launch the CA deployment using macro cells (Case 0). To further increase capacity, small cells will be deployed on the secondary layer overlapping with the macro cell (Case 1). Comparing Case 1 and Case 2, if 2 small cells are deployed, the average user throughput achieved by Case 2 is almost the same as Case 1. If 4 small cells are deployed, Case 2 is superior to Case 1. This is because in Case 1, interference between macro and small cells, and small cells of the same secondary carrier becomes significant as the number of small cells is increased. It should be noted that the total number of deployed cells in Case 2 is smaller than Case 1. This result also implies that when multiple small cells are deployed, equal or superior performance can be achieved by removing macro cells on that carrier. Operators could obtain benefits from this fact, e.g., reusing the removed equipment (RRH, antenna) at the other site, aiming at reducing the deployment cost. Fig.4 shows average DL user throughput per cell with CA in the above three cases. This could also prove the above observation that Case 2 achieves superior throughput performance with smaller number of cells compared to Case 1. Consequently, the following can be observed:
Observation 1:
Dedicated carrier deployment for macro and small cell layers can realise superior throughput improvement with smaller number of deployed cells compared to the mixed cell deployment where both macro and small cell operates all available carriers.
Furthermore, the following comment raised in the #81bis meeting should also be taken into account:
· Supporting multiple carriers may increase the size of RF component and require larger space for multiple antenna installation. Such larger equipment and the need of multiple antennas would make it difficult for operators to find their installation site. 
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Fig.3
Average DL user throughput with CA.
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Fig.4
Average DL user throughput per cell with CA.
2.2. Throughput improvement under non-ideal backhaul
A question as to feasible throughput improvement under the assumption of non-ideal backhaul has been raised. The following aspects need to be taken into account:
· Lower throughput characteristics

If the backhaul link between macro and small cells is the bottleneck of throughput throughout the end-to-end path, L2 buffer at the eNB will be overflowed. As such, the need of flow control was also raised. If packets are dropped by the flow control, TCP congestion window will be reduced, resulting in the degradation of TCP throughput. Even though U-plane radio resources in multiple eNBs are aggregated, the throughput improvement would not be achieved. 
Before plunging into the study of required features and benefits, it is worth to understand whether such the backhaul assumption makes sense. If the purpose is to increase user throughput and system capacity, it is utterly questionable why the wired backhaul is the bottleneck and achieves lower throughput than the radio link. At minimum, the same throughput as the radio link (Uu) can achieve per cell (e.g., 150 Mbps in case of 20 MHz system bandwidth and 2x2 MIMO) would be the reasonable assumption. Therefore, the following is proposed:
Proposal 1:
When studying potential solutions for user throughput and system capacity improvement, the backhaul assumption in terms of throughput should be such that the backhaul link throughput is higher than or equal to that of the Uu interface. 
· Larger latency characteristics

Larger backhaul latency characteristics were also concerned as it will delay the growth of TCP congestion window. How the larger latency affects to the TCP throughput is looked into this section. To analyse this, a simple host-to-host communication model with a point-to-point link is assumed as illustrated in Fig.5. To understand the TCP behaviour in terms of latency, error free of packet loss is assumed in the point-to-point link. In light of the fact that RLC AM can achieve the almost error free condition except for the poor radio condition, this assumption would be reasonable. An open source network simulator, ns-3 is used for this evaluation [3]. In this simulation, CUBIC algorithm is assumed for TCP congestion control mechanism which is used in Android OS [4]. One key characteristic related to this study is that the window size is scaled by the elapsed time since the last window reduction in the congestion avoidance phase. Thus, the window growth can be independent of RTT [4].
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Fig.5
Simulation model for TCP throughput evaluation.
Fig.6 shows TCP sequence number transition within 5 sec from data download start. When one way delay is set to 50, 55 and 60 ms, there seems not so considerable difference as to the behaviour of TCP sequence number growth. When one way delay is set to 80 and 110 ms, about 500 ms and 1 sec delay is observed compared to the 50 ms of one way delay, respectively. Fig.7 shows how the delayed TCP sequence number growth will affect to the TCP throughput. An interesting finding from this result is that even in the case of 110 ms delay, the degradation of TCP throughput is 1.66 % compared to the 50 ms of one way delay. 
This observation gives us a hint of throughput performance by inter-node radio resource aggregation under the larger latency backhaul. Let us assume that the case of 50 ms delay is the throughput provided by a macro cell. Assuming an architecture where the traffic of S1-U is routed to the macro eNB first before sent via the small eNB , the case of 55 ms delay characterise the case of a small cell with 5 ms backhaul latency between macro and small cells. The 60, 80 and 110 ms delay cases can be assumed as the 10, 30 and 60 ms backhaul delay cases as well. With this assumption, we could observe that the comparable TCP throughput can be achieved on the small cell even if the large backhaul latency up to 60 ms is assumed. It is noted that the maximum one way latency for the non-ideal backhaul captured in TR 36.932 is 60 ms [5]. Consequently, the following can be observed:
Observation 2:
Even with the large backhaul latency (up to 60 ms) between macro and small cells, comparable TCP throughput to that of the macro cell can be achieved on the small cell when all traffic is routed via the macro eNB.
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Fig.6
TCP sequence number transition (within 5 sec from data download start).
[image: image8.emf]1.0000 

0.9989 

0.9977 

0.9920 

0.9834 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

1

2

3

4

5

6

One way

delay = 50

ms

One way

delay = 55

ms

One way

delay = 60

ms

One way

delay = 80

ms

One way

delay = 110

ms

Relative value to reference

(50 ms delay)

TCP throughout [Mbps]


Fig.7
Average TCP throughput in simulation runtime (60 sec).
3. Summary and proposal
This paper analysed the feasible gain of inter-node inter-frequency radio resource aggregation. The followings were observed:
Observation 1:
Dedicated carrier deployment for macro and small cell layers can realise superior throughput improvement with smaller number of deployed cells compared to the mixed cell deployment where both macro and small cell operates all available carriers.
Observation 2:
Even with the large backhaul latency (up to 60 ms) between macro and small cells, comparable TCP throughput to that of the macro cell can be achieved on the small cell when all traffic is routed via the macro eNB.
The following was proposed:
Proposal 1:

When studying potential solutions for user throughput and system capacity improvement, the backhaul assumption in terms of throughput should be such that the backhaul link throughput is higher than or equal to that of the Uu interface.
When the potential gain of this solution was discussed based on [1], the main concern was due to the non-ideal backhaul characteristics in terms of lower throughput and larger latency. However, from the above observations, such the concern could be resolved. Therefore, the following is proposed:
Proposal 2:
Inter-node inter-frequency radio resource aggregation should be identified as a feasible solution. The essence of this analysis should be captured in TR 36.842 to quantify the potential gain.
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Annex A: Simulation assumptions for user throughput evaluation (sub-clause 2.1)
Simulation assumptions are compliant with the ones defined in TR 36.814.
	Carrier frequency
	2 GHz (PCell) / 1.5 GHz (SCell)

	System bandwidth
	10 MHz + 10 MHz

	Cell layout
	Hexagonal grid, 19 cell sites, 3 sectors per cell site

	eNB Tx power
	46dBm (macro), 30 dBm (small)

	eNB antenna gain
	14 dBi (macro)/ 5 dBi (small)

	eNB cable loss
	0 dB

	Macro cell antenna pattern
	Vertical: 10-degree beam width/15-degree down-tilt
Horizontal: 70-degree beam width

	Small cell antenna pattern
	Omni

	Number of UEs per sector
	30

	Traffic model
	Full buffer

	Number of small cells
	1, 2, 4

	Distance-dependent path loss
	2 GHz: 128.1+37.6log10(r) dB
1.5 GHz: 125.5+37.6log10(r) dB, r in km

	Multipath delay profile
	6-ray typical urban

	Shadowing
	Standard deviation: 8 dB

Auto-correlation distance: 50 m

	UE antenna gain
	0 dBi (2 GHz/1.5 GHz)

	UE noise figure
	9 dB

	Threshold for adding/removing a SCell
	0 dB in SINR
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