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1      Introduction
In RAN2#81 and RAN2#81bis meetings the topic of dual connectivity support for small cell enhancements was discussed extensively. The main benefits that were raised for dual connectivity were related to mobility robustness, reduction of signaling to CN, and throughput improvements ([1]-[6]). Several questions related to dual connectivity are yet to be addressed, see [8]. Dual connectivity can be implemented in different ways, and in [6] different types of architecture are discussed, and S1and X2 architectures are proposed as two feasible options to address dual connectivity. 
In this paper we further compare these two approaches taking into consideration the impact on the network nodes, protocol stack, signaling overhead, and scalability. This can help RAN2 to further evaluate the pros and cons of S1 and X2 approach.
Please note that this paper assumes that an EPS bearer is served by a single radio bearer (eNB). The split of and EPS bearer into multiple eNBs was addressed in [9]. 

2      Discussion
2.1     EPS Bearer Provisioning for Dual Connectivity
2.1.1
S1 Approach
Figure 1 below shows an exemplary architecture for providing dual connectivity. This is referred to as the S1 approach, where the S-GW is responsible for deciding to which eNB to send a data flow/EPS bearer of a given UE. 
It should be noted that the establishment of different EPS bearers in different eNBs for a given UE is already allowed as per the current standards, since each E-RAB can have its own IP address. As per TS 36.414 [10]:
“There may be one or several IP addresses in the eNB and in the EPC. The packet processing function in the EPC shall send downstream packets of a given E-RAB to the eNB IP address (received in S1-AP) associated to that particular E-RAB. The packet processing function in the eNB shall send upstream packets of a given E-RAB to the EPC IP address (received in S1-AP) associated to that particular E-RAB.” 
Observation 1: Dual connectivity using S1 approach can currently be enabled without major changes in the network.  
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Figure 1: Bearer Provisioning for Dual Connectivity (S1 Approach)

2.1.2
X2 Approach
Another option is referred to as the X2 approach. In this approach, the S-GW is not involved in the process of dual connectivity, but rather S1 bearers are established between the P-GW and the macro eNB. The macro eNB is responsible for deciding if a given EPS bearer should be serviced by a different eNB (e.g., small cell eNB). The macro eNB then establishes a connection with the small cell eNB to transfer the data of that given EPS bearer via the X2 interface. This architecture is depicted in Figure 2 below. 

This approach requires the establishment of a data path in the X2 interface and splitting the protocol stack between the macro cell eNB and the small cell eNB. 

Observation 2: Dual connectivity using X2 approach requires split of the protocol stack. 
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Figure 2: Bearer Provisioning for Dual Connectivity (X2 Approach)
2.2     The Protocol Stack Architecture for Dual Connectivity

2.2.1
S1 Approach
In terms of protocol architecture, the S1 approach requires that the small cell eNB carry the EPS bearer of interest. All layers of the protocol stack are handled by the small cell eNB, as shown in Figure 3 below. 
The decision on the EPS bearer configuration can be done either by the macro cell eNB or optionally by the Core Network (MME/S-GW). Information about the UE signal quality with the small cell would likely be needed for such decision, however it is also necessary to negotiate the bearer establishment with the small cell eNB. Overall in order to establish the bearer the macro cell eNB, small cell eNB and S-GW will be involved in the process. 

Once the bearer is established in the small cell eNB, the process becomes transparent to the macro cell eNB. The S-GW is responsible for forwarding the data (GTP packets) to the small cell eNB. 
If a bearer is already established in the macro cell and the macro cell eNB wants to offload that bearer to the small cell, a procedure similar to handover can be performed. In this case the difference is that the UE will not release its radio bearers in the macro cell eNB, and will keep both bearers. Either X2 Handover Request can be modified or a new X2 message can be introduce for such purposes. The path switch in the S-GW would then be triggered by the small cell sending a request to the MME for a (partial) path switch, and the MME then triggers the (partial) path switch in the S-GW.
If the macro cell decides to switch the EPS bearer either to another small cell or back to the macro cell, another handover-like procedure can be triggered, followed by the patch switch request to the MME, and final notification to S-GW. 

With regards to security handling, there are some security concerns with this approach, which were identified in [11].
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Figure 3: Protocol Stack for S1 Approach

2.2.2
X2 Approach
In the X2 approach the data is forwarded from/to the macro cell eNB to/from the small cell eNB via the X2 interface. In this case the S-GW is not involved in the process and the procedure is transparent to the S-GW/EPC. In this approach the protocol stack needs to be split between the macro cell and the small cell, for the bearer of interest. We address two types of split in this contribution: 1) the PDCP/RLC split, where the PDCP layer is in the macro cell and the RLC and MAC layers are in the small cell, and 2) master/slave RLC, where the PDCP and part of RLC are in the macro cell and MAC and part of RLC layer are in the small cell.  

For the X2 approach, there is an increase in user plane latency for radio bearers handled by small cell. However this might not be critical if delay sensitive services are handled by macro cell. Also to be taken into consideration is the processing power requirements in the macro eNB. As the number of small cells and the number of UEs served by the small cells increase, the processing requirements of the macro eNB also increases and may exceed the processing capability originally engineered for the already deployed macro eNB. Hence, there may be scalability issues associated with the X2 approach.
The following X2 approaches are currently under discussion via the reflector email discussion, and are addressed here in more details. We only consider the cases where there is no EPS bearer split:

· PDCP/RLC Split

· Master/Slave PDCP

· Master/Slave RLC

Since master/slave PDCP option is similar to PDCP/RLC Split if macro eNB needs to keep the security function, master/slave PDCP option will not be discussed in details here. 

2.2.2.1
PDCP/RLC Split

One potential radio protocol structure is shown in Figure 4 below. In this example, PDCP layer for radio bearers 2 and 3 are handled by the macro eNB. The small cell eNB handles RLC/MAC/PHY of radio bearers 2 and 3. We call this approach the PDCP/RLC Split. In this approach, the PDCP will deliver PDCP PDUs to the RLC over the X2 interface
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Figure 4: PS Architecture of PDCP/RLC Split for X2 approach (eNB side) 

This split will require new signalling between the small cell eNB and the macro cell eNB over the X2 interface. This new signalling will be needed in order to negotiate with the small cell the establishment of such bearers. Note that this type of signalling is very similar to the signalling available today for the handover procedures, without the path switch part in the S-GW. The procedure is transparent to the S-GW.

The current X2 interface User Plane protocol [12] can actually be used for the data transfer part.
Note that if the macro cell decides to switch the EPS bearer to another small cell, another handover-like procedure can be triggered, without the path switch part. Since the PDCP remains in the macro cell eNB, the PDCP can take care of any needed retransmissions over the new small cell. 
Note that there are no security issues since the PDCP is handled by the macro cell.

Observation 3: PDCP/RLC Split requires the standardization of what type of information needs to be exchanged over the X2 interface in order to allow for establishment of the EPS bearer configuration. These procedures can be based on current handover procedures over the X2 interface. 

Observation 4: The current X2 interface user plane protocol can be used for the data transfer in the PDCP/RLC split. 

2.2.2.2
Master/slave RLC 
Another potential radio protocol structure is shown in Figure 5 below [14]. In this architecture, PDCP and part of RLC layers for radio bearers 2 and 3 are handled by the macro eNB. The small cell eNB handles MAC/PHY and part of RLC layers of radio bearers 2 and 3. Macro eNB handles ARQ and builds RLC PDUs, while small cell eNB performs resegmentation to fit RLC PDUs into resource allocated by MAC layer.
Compared with PDCP/RLC split option, it is obvious that master/slave RLC has big impacts on RLC layer due to the split. Several drawbacks are mentioned in [14], including the introduction of segmentation for RLC UM, the extension of RLC’s sequence number space, and others. The main benefits as discussed in [14] is that RLC’s ARQ terminated at macro eNB and UE also covers packet loss between macro eNB and small cell eNB. This benefit is provided as a main reason for the PDCP/RLC split option. In [14] it is brought up that currently GTP-U/UDP/IP does not provide reliable delivery of data, and packet loss between eNBs will not be recovered by RLC’s ARQ if RLC is terminated at the small cell eNB. However it should be noted that the same GTP-U/UDP/IP protocol stack is also used for S1-U interface between eNB to S-GW. If reliability is really an issue for GTP-U/UDP/IP in X2 interface, there is similar issue for S1-U interface. Although the characteristics of the transport network are not specified in 3GPP, it is expected that the packet error rate should be very low. Therefore such packet loss issues might not be serious.
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Figure 5: PS Architecture of master/slave RLC for X2 approach (eNB side)

Observation 5: The master/slave RLC approach has impacts on RLC, such as resegmentation of RLC PDUs in the small cell and extension of RLC sequence numbers.
2.3     Transport Network Load
Since the X2 interface is a logical interface between two eNBs and the physical realization might not be a point to point link. Some network operators might choose to connect the small cell and the macro cell via the same router used for the S1 interface. This is depicted in Figure 6 below. In that case, the data load on the transport network using the X2 approach is much higher than the S1 approach, as can be seen in the figure. Please note that all links/interfaces shown are non-ideal, and latency might be a serious issue. 
With similar notation used in [13] (Ts denotes the traffic volume transferred to UEs via small cell eNB), and assume there are n small cells under the coverage of macro eNB, then X2 approaches requires additional n Ts capacity for both direction of macro eNB to router interface, i.e., 2nTs. Current systems might not be able to support such significant increase of transport network load. Actually, in [15], the use case where there is possible congestion due to limitation on the RAN-EPC interface was identified:
“When the user plane data volume of all the UEs being served by Cells A, B and C totals more than the actual capacity of the 3GPP RAN to EPC interface, there will be a potential impact on all the UEs involved. This may lead to excessive data rate reduction or service denial. Even though each cell may have the necessary capacity to support the UEs it is serving, the capacity of the 3GPP RAN to EPC interface has an impact on each UE and may in the worst case actually prevent UEs from being offered any capacity at all.” 

This is shown in Figure 7.
Observation 6: In case there is no direct connection between the macro cell and the small cell, the X2 approach might not be scalable.
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Figure 6: Transport Network Load
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 Figure 7: User plane congestion due to RAN to EPC interface capacity limitation [15]
3      Summary
The table below shows a summary of the impacts for each of the approaches considered.
	
	S1 Approach
	X2 Approach with PDCP/RLC Split 
	X2 Approach with Master/Slave RLC

	Impact to macro eNB
	Small: New functionality/procedure to be added similar to handover
	The current X2 interface user plane protocol can be used for the data transfer in the PDCP/RLC split;
Increase/scalability in processing power requirements might be an issue 
	Impact on RLC. E.g., RLC in small cell eNB needs to be able to perform resegmentation to fit RLC PDUs into resource allocated by MAC layer. Extension on RLC sequence number would be needed.
Increase/scalability in processing power requirements might be an issue

	Impact to S-GW
	Small: Ability to handle multiple eNBs already present today
	None



	X2 overhead
	Small
	Large

	Scalability
	Scalable
	Not scalable if no direct X2 connection

	Handover 
	Can be handled by current handover procedure with small modifications
	Can be handled by current handover procedures without a path switch 
	Very difficult to handle

	Path-Switch
	Path-switch needed
	Path-switch not needed

	Security
	There are security issues, see [11]
	No security issues

	User plane latency
	Same as Rel-11 
	Larger latency than Rel-11


4      Conclusion
Observation 1: Dual connectivity using S1 approach can currently be enabled without major changes in the network.  

Observation 2: Dual connectivity using X2 approach requires split of the protocol stack. The split of the protocol stack can be above RLC or above MAC. 
Observation 3: PDCP/RLC Split requires the standardization of what type of information needs to be exchanged over the X2 interface in order to allow for establishment of the EPS bearer configuration. These procedures can be based on current handover procedures over the X2 interface. 

Observation 4: The current X2 interface user plane protocol can be used for the data transfer in the PDCP/RLC split. 

Observation 5: The master/slave RLC approach has impacts on RLC, such as resegmentation of RLC PDUs in the small cell and extension of RLC sequence numbers.
Observation 6: In case there is no direct connection between the macro cell and the small cell, the X2 approach might not be scalable.
Proposal: It is proposed that RAN2 take into consideration the analysis provided in this paper when evaluating user plane architectures. 
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