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1 Introduction

The discussion at RAN2#81bis was primarily focused on the small cell deployment scenario and potential challenge to be address in the study. Many contributions were submitted RAN2#81 on different protocol architecture options even though they were not discussed during the meeting. Email discussion [81bis#19] was targeted to discuss the differences, benefits and drawbacks of the proposed UP protocol architecture options. There are many different way of identifying/listing the benefits and drawbacks of a particular architecture option. However what important is whether a particular architecture is satisfying the requirement and can be used to solve the identified challenges. The purpose of this contribution is to compare different user plane protocol architecture options for dual connectivity support in light of the challenging issues identified at RAN2#81bis and the non-ideal backhaul requirement. 

2 Discussion

The following is the list of identified challenges so far under small cell enhancement study.

Identified challenges

1.
The outcome of the HetNet mobility SI is referred to as part of the description for mobility robustness in Scenario #1. 

2. difficulty to improve per-user throughput by utilizing radio resources in more than one eNB when considering non-ideal backhaul while taking into account QoS requirements (scenario #1 and #2) 

Challenges yet to be identified

1.
FFS: Challenges of mobility robustness in Scenario #2 

2.
FFS: challenges of mobility robustness in Scenario #3.

3.  FFS: UL/DL power imbalance in scenario#1 and scenario#2

4.  FFS: increased signalling load in dense deployments (eg. Due to frequent handovers)

Not considered as challenge

1. UL/DL power imbalance in Scenario #3.

Only two challenges have been identified so far. Mobility robustness in scenario#1 is studied under Rel-12 HetNet WI. Thus the main challenge to be studied in small cell enhancement study is the throughput enhancement utilising radio resources in more than one eNB connected via non-ideal backhaul link. Non-ideal backhaul link can be described as long backhaul latency and/or low capacity backhaul link.

The following design goals were agreed in the last meeting;

1
Mobility performance achieved by small cell deployments should be comparable with that of a macro only network in RRC CONNECTED.

2
Any new solution should not result in excessive increase of signalling load towards the CN. However, additional signalling and user plane traffic load caused by small cell enhancements should also be taken into account.

3
Utilizing radio resources across macro and small cells in order to achieve per-user throughput and system capacity similar to ideal backhaul deployments while taking into account QoS requirements should be targeted.
When considering the non-ideal backhaul link requirements, it is understood that the protocol architecture options considering common scheduler would not be sufficient/adequate to cater for long backhaul latency. Therefore, architecture options with common MAC and PHY are not suitable for small cell enhancement study. The same assumption was appreciated by all companies during the email discussion [81bis#19]. 

The architecture options supporting separate MAC and PHY located at macro and small cell satisfy the requirement on non-ideal backhaul latency. These architecture options are discussed in [81bis#19]. 

Architecture options:

Set #1

-
1A: S1-U terminates in SeNB + independent PDCPs (no bearer split);

Set #2

-
2A: S1-U terminates in MeNB + no bearer split in MeNB + independent PDCP at SeNB;

-
2B: S1-U terminates in MeNB + no bearer split in MeNB + master-slave PDCPs;

-
2C: S1-U terminates in MeNB + no bearer split in MeNB + independent RLC at SeNB;

-
2D: S1-U terminates in MeNB + no bearer split in MeNB + master-slave RLCs;

Set #3

-
3A: S1-U terminates in MeNB + bearer split in MeNB + independent PDCPs for split bearers;

-
3B: S1-U terminates in MeNB + bearer split in MeNB + master-slave PDCPs for split bearers;

-
3C: S1-U terminates in MeNB + bearer split in MeNB + independent RLCs for split bearers;

-
3D:S1-U terminates in MeNB + bearer split in MeNB + master-slave RLCs for split bearers.

All architecture options set#1 to set#3 satisfy the requirements and respect the agreed design goal. More importantly all architecture options can be used in addressing the identified challenges. Compared to architecture set#2, architecture set#3 supports bearer split for delivery of traffic belonging to the same EPS bearer over both macro and small cells. From the protocol layer procedure point of view architecture set#2 and architecture set#3 are the same. Only difference is that architecture set#3 provides the necessary functionality for barer split at the expenses of additional complexity. However the necessity of bearer split is yet to be discussed and agreed. Therefore we propose to discuss the architecture options with respect to the protocol layer procedure point of view in light of the identified challenges. If the support of bearer split is identified as an essential requirement for small cell enhancement, the functionality to support bearer split can be discussed and incorporate to the selected protocol architecture options.

Proposal 1: Protocol architecture options should be discussed and compared from the protocol layer procedure point of view with respect to the identified challenges. If further functional requirement (e.g: bearer split) is identified, additional functionalities can be incorporated to the selected protocol architecture options.

Architecture set#1 and architecture set#2 are compared below from protocol procedure point of view. we have not seen what additional benefit option 2B can bring when compared to option 2A or 2C where option 2A and 2C avoid the need for protocol layer functionality split. Note that protocol layer split requires more standardisation effort unless standardisation effort and protocol complexity is justified by the significant gain achieved, such architecture should not to be considered.  The following architecture options are compared. 

   Set #1

-
1A: S1-U terminates in SeNB + independent PDCPs;

Set #2

-
2A: S1-U terminates in MeNB + independent PDCP at SeNB;

-
2C: S1-U terminates in MeNB + independent RLC at SeNB;

-
2D: S1-U terminates in MeNB + master-slave RLCs;

Alternative 1A                          Alternative 2A
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Table 1: Comparison of user plane architecture options

	
	Set#2
	Set#1 Option 1A

	
	Option 2D
	Option 2C
	Option 2A
	

	User data termination
	Central node
	Central node
	Central node
	Distributed nodes

	Backhaul requirements, ie. Interface between eNBs
	High capacity


	High capacity


	High capacity


	Doesn’t require high capacity.



	New protocol functionalities
	Flow control 
User data splitting at RLC and data delivery over X2

RLC protocol split and improvement required at (re)segmentation/ link adaptation


	Flow control 

User data splitting at PDCP and data delivery over X2

Improvement for PDCP re-ordering and duplicate detection/discard
	User data splitting and data delivery over X2

	No new protocol functionality

	User plane interruption with change of small cell. Only the data delivered over small cell is impacted.
	Medium
	Medium 
	Same level as user plane interruption seen in legacy HO
	Same level as user plane interruption seen in legacy HO

	CN impacts: signaling load
	Add/remove of small cell is hidden from CN 
	Add/remove of small cell is hidden from CN 
	Add/remove of small cell is hidden from CN 
	CN signalling is required for add/remove of small cell

	Security impact
	No impact
	No impact
	Impact on security due to distributed PDCP
	Impact on security due to distributed PDCP

	UE complexity
	New protocol functionalities  
	New protocol functionalities
	No new functionality. Independent sets of protocol stacks
	No new functionality. Independent sets of protocol stacks

	Inter-eNB coordination  requirements
	RLC level coordination and link adaptation requires interaction between the two eNBs
	PDCP level coordination

Relatively independent 
	Independent 
	Independent 


All architecture options (compared in table 1) work with long latency experience in a non-ideal backhaul link. All architecture options require separate MAC/PHY and independent scheduler at the macro and small cell eNBs involved with the dual connectivity support. Therefore, similar MAC and PHY protocol layer modifications are required. 

High capacity backhaul link to transmit all of the user plane data from macro cell to small cell is required for option 2D, 2C and 2A. Option 1A on the other hand doesn’t require the high capacity backhaul link. Therefore option 1A is low cost when considering the network deployment effort. Option 1A doesn’t require any modification to the legacy protocol stack and no protocol layer interaction is required between the macro and small cell. Therefore this results in simple implementation at the UE and the network. Adding and removing of small cell has similar functionality as the legacy HO requiring path switch signalling to the CN and the data forwarding solutions used for HO can apply. Similarly the user plane interruption seen by the corresponding bearer offloaded over the small cell is similar to the interruption seen in the legacy HO procedure. Note that neither UP interruption nor signalling overhead has been identified as challenging. Both CN signalling and UP interruption is a function of the frequency of the small cell addition/removal and therefore depends on the deployment scenarios and UE mobility. The network may take into account the offload traffic characteristic and UE mobility profile in optimising the small cell configuration for the UE. While Option 1A provides simple implementation approach, the security aspects of having distributed architecture requires further investigation in terms of key generation for the small cell. SA3 should be consulted on this security aspect.

Option 2A shows some similarities to option 1A considering the implementation simplicity and protocol layer operation is considered. Moreover, add/remove of the small cell is hidden from the CN in option 2A. However option 2A requires high capacity backhaul link for the user plane data transfer compared to option 1A. 

Main advantage of option 2C and 2D compared to option 2A is the possibility for reduced user plane interruption due to change of small cell. The use of centralised protocol layer (eg, PDCP or upper RLC) may assist in recovering already transmitted PDCP PDU or RLC PDU during the small cell change. However, this requires new procedures to be specified for loss less handling during HO.  Furthermore, the reduced user plane interruption comes with increased protocol complexity due to the protocol modifications/ new protocol functionalities required by option 2C and 2D. Note that the user plane interruption has not been identified as challenging issue. Therefore, the benefits of option 2C and 2D when considering the complexity are not justified. 

If RAN level split is considered with non-ideal backhaul interface, some bearers with strict packet delay budget requirements needs to be excluded from offloading via the small cell even though the reception quality of the small cell is very good. CN level split does not see such an issue and any bearer could be offloaded via the small cell. In addition, limited throughput of backhaul (eg: 10M) may also restrict the performance of RAN split solution. 
Considering the above comparison and analysis, we propose to consider option 1A and option 2A as the starting point for user plane protocol architecture assuming the distributed PDCP on the security is not identified as a show stopper by SA3. The benefits of other architecture options should be considered in comparison to the baseline protocol architecture and should only be considered for further study if significant benefits is shown vs the complexity. 

Proposal 2: option 1A and option 2A should be considered as the base line architecture options unless significant security threat is identified. SA3 should be consulted on the security aspects. 

Proposal 3: other architecture options should only be considered for further investigation if significant benefits are shown with respect to the identified challenges. 

3 Conclusions

This contribution discusses and compares different user plane protocol architecture options in supporting dual connectivity. Among all proposed architecture options which satisfy the non-ideal backhaul latency requirement some architecture options require high capacity backhaul for user plane data delivery which may not be available when considering the non-ideal backhaul link. Therefore, also considering the simplicity and legacy protocol operation aspects, option 1A and 2A are proposed to be considered as baseline. The following proposals are made:

Proposal 1: Protocol architecture options should be discussed and compared from the protocol layer procedure point of view with respect to the identified challenges. If further functional requirement (e.g: bearer split) is identified, additional functionalities can be incorporated to the selected protocol architecture options.
Proposal 2: option 1A and option 2A should be considered as the base line architecture options unless significant security threat is identified. SA3 should be consulted on the security aspects. 

Proposal 3: other architecture options should only be considered for further investigation if significant benefits are shown with respect to the identified challenges. 
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