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1 Introduction
During the RAN2 email discussion [81bis#19], nine UP protocol alternatives are listed as candidate solutions for comparison [1]. Among those comparison criteria recommended in [1], this contribution focuses on latency related issues. Compared with existing single-site system, potential additional/new latencies introduced by multi-site aggregation operation may be caused by: 1) SeNB change; and /or 2) Distributed L2 protocol stack over multiple nodes. Therefore the latency analysis in following sections studies four specific areas:
a) Interruption time at SeNB change;
b) Data forwarding at SeNB change;
c) Reordering;
d)  Retransmission/Transmission.
Among the above four aspects, a) and b) are tied to SeNB change, while c) and d) are studied both under normal operation and during SeNB change.
2 Discussion
For illustration purpose only, Figures 1 and 2 outline possible SeNB change procedures for S-GW routing alternative (Alt. 1A ) and RAN routing alternatives (Alt. 2A~2D, 3A~3D) respectively. The data path in the figures applies to the data that might be handled by SeNBs, and does not apply to data which is solely handled by MeNB. To simplify the discussion, we assume that SeNB change refers to the scenario when the connection between UE and the network is switching from “MeNB + Source SeNB” to “MeNB+ Target SeNB”. Some other assumptions are:
-- S1-MME ends at MeNB, centralized RRC at MeNB with some RRM functions at SeNBs.
-- The Source SeNB and Target SeNB belong to the same S-GW and MME.
It is worth pointing out that Figures 1 and 2 are provided to facilitate the study in this contribution only, and are based on the Intra-MME/Serving Gateway HO procedures depicted by Figure 10.1.2.1.1-1 of 36.300 [4]. More details are yet to be discussed by RAN2 in the future about the SeNB procedure. In addition, more discussion on those procedures is provided in [2].

2.1   Interruption Time at SeNB change
When the connection between UE and the network is switching from “MeNB + Source SeNB” to “MeNB + Target SeNB”, interruption of data exchange may be unavoidable at either RAN side or CN side or both. The RAN side interruption time is counted as the time elapsed from the moment when network instructs UE to change SeNB (the beginning of Step 4 in Figure 1) to the moment when UE reports to the network that the radio connection with target SeNB is ready to use (the end of Step 6 in Figure 1), if there is no data exchange over the air. The CN side interruption time accounts for the time needed to establish data tunnelling between Target SeNB and the core, which includes path switch procedure, i.e., Steps 7~11 in Figure 1. The overall interruption time includes both RAN side interruption and CN side interruption, i.e., Steps 4~11 in Figure 1.

It can be seen from Figures 1 & 2 that the overall interruption time of RAN routing alternatives (Alt. 2A~2D, 3A~3D) is shorter compared to S-GW routing alternative (Alt. 1A), because the path switch procedure can be skipped completely in RAN routing alternatives.

Observation 1: The overall interruption time of RAN routing alternatives (Alt. 2A~2D, 3A~3D) is shorter compared to S-GW routing alternative (Alt. 1A).
Furthermore, the RAN side interruption time of bearer split alternatives (Alt. 3A~3D) is even shorter, if any, compared to that of alternatives without bearer split (Alt. 1A, 2A~2D). It is because the air interface between MeNB and UE is still ready for use during SeNB change procedure. Thus MeNB may deliver new data to/from the UE, and may also initiate the retransmission/reception of pending data for source SeNB, instead of waiting for target SeNB to handle those data later. 
Observation 2: The RAN side interruption time of bearer split alternatives (Alt. 3A~3D) is shorter, if any, compared to alternatives without bearer split (Alt. 1A, 2A~2D).
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Figure 1

SeNB change procedure for S-GW routing alternative (Alt. 1A)
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Figure 2
SeNB change procedure for RAN routing alternatives (Alt. 2A~2D, 3A~3D)
2.2
Data Forwarding at SeNB Change
The latency introduced by data forwarding operation at SeNB change is impacted by not only data forwarding path but also data forwarding load.

As shown in Figure 1, the data forwarding path of S-GW routing alternative (Alt.1A) is: Source SeNB->Target SeNB. Figure 2 shows that the data forwarding path of RAN routing alternatives (Alt. 2A~2D, 3A~3D) can be Source SeNB->Target SeNB and/or Source SeNB->MeNB->Target SeNB in general. For RAN routing alternatives with bearer split (Alt. 3A~3D), the data forwarding path may be further shortened as only Source SeNB->MeNB or MeNB->Target SeNB through enhancements 2) and 3) explained later.
The data forwarding load of Alt. 1A is similar to existing handover case: the Source SeNB exchanges all data with S-GW for bearers concerned, and forwards all pending PDCP SDUs to target SeNB if configured. On the other hand, the data forwarding load of Alt. 2A~2D and 3A~3D has the potential to be further reduced through a few enhancements:

1) Flow control mechanism: MeNB may monitor/control the amount of outstanding data that are handled by a SeNB, and thus limit the amount of pending data that needs to be forwarded from Source SeNB to Target SeNB.
2) SN reporting instead of SDU/PDU forwarding: Assume MeNB keeps a copy of pending data that are assigned to be handled by Source SeNB. Upon SeNB change, MeNB may request Source SeNB to report the list of SNs of those SDUs/PDUs that are still pending, instead of requesting the forwarding of corresponding SDUs/PDUs from source SeNB to MeNB. Consequently, the data forwarding load between Source SeNB and MeNB is reduced considerably, and the data forwarding path of those pending SDUs/PDUs is shortened to only MeNB->Target SeNB. Note that the assumption of MeNB keeping a copy of pending data handled by SeNB is aligned with the current L2 architecture: PDCP keeps copies of PDCP PDUs/SDUs until successful delivery is indicated by RLC, and RLC keeps copies of outstanding RLC PDUs until ACK is received through RLC STATUS PDU.
3) Retransmission handled by MeNB: for RAN routing alternatives with bearer split capability and common PDCP at MeNB, i.e., Alt. 3B~3D, MeNB may take over the retransmission of pending data that were to be forwarded from Source SeNB to Target SeNB. By doing so, the retransmission can be accelerated, and the data forwarding path may be shortened to only Source SeNB->MeNB. This enhancement does not apply to Alt. 3A because of different security keys are used by MeNB and Target SeNB.
Observation 3: Bearer split alternatives with common PDCP (Alt. 3B~3D) may achieve the minimal data forwarding load through enhancements. RAN routing alternatives (Alt. 2A~2D, 3A~3D) have the potential to reduce data forwarding load upon SeNB change.
2.3
Re-ordering
The UE layer/entity which is responsible for re-ordering during SeNB change for Alt. 3A is the new interface/entity above PDCP and below IP. For all other alternatives, the layer responsible for re-ordering at SeNB change is PDCP layer, and legacy operation applies.
During the normal operation of alternatives without bearer split, i.e., Alt. 1A and 2A~2D, RLC layer is responsible for reordering following the legacy operation.

For those alternatives with bearer split capability, the UE layer/entity which is responsible of reordering data aggregated from multiple sites during the normal operation is the same layer/entity that distributes data among multiple sites. That is, the reordering is performed by the new interface/entity above PDCP and below IP for Alt. 3A, by PDCP for Alt. 3B and 3C, and by RLC for Alt. 3D. The new interface for Alt. 3A is not preferred in general, because of new functions introduced and many standards impacts. As of the remaining three bearer split alternatives, although both RLC and PDCP have re-ordering functionalities, it is quite challenging to configure reordering related parameters for UE RLC which performs multi-stream aggregation. Due to the latency over non-ideal backhaul and the distributed scheduling of data transmission/reception at both MeNB and SeNB, the variation of RLC level round trip time can be quite high and thus difficult to configure reordering timer and buffer properly. Improper configuration of reordering timer leads to both window stalling and waste of air interface usage. If the reordering timer is too large, missing PDUs will not be detected timely and window stalling is more likely to occur. If the reordering timer is too short, STATUS PDUs are triggered prematurely and unnecessary retransmissions of both data PDUs and STATUS PDUs will waste radio resources. Note that the difficulty in configuring RLC reordering timer is not the only reason that may lead to more frequent occurrence of window stalling at RLC layer for Alt. 3D. The smaller RLC SN space compared to PDCP SN space also exacerbates the situation. It was assumed in the original LTE RLC design that one or two new RLC SNs are consumed per subframe, instead of multiple SNs per subframe which is very likely the usage under Alt. 3D in order to avoid excessive resegmentation. If RLC SN space has to be increased in order to avoid window stalling and thus improve the latency performance of Alt. 3D, non-trivial modifications have to be made to RLC header and potentially PDCP header and RLC STATUS PDU format at least. Such modifications are not preferred.
Considering the negative impact on UP latency by window stalling, waste of radio resources and unnecessary resegmentation overhead, the analysis above shows that PDCP layer reordering is the better option among four bearer split alternatives.
Observation 4: For UP alternatives with bearer split (Alt. 3A~3D), PDCP reordering (Alt. 3B & 3C) is preferred.
2.4
Retransmission/Transmission
As already discussed in Section 2.2, the retransmission/transmission of pending data at SeNB change can be accelerated for Alt. 3B~3D if MeNB handles the pending data from Source SeNB.

For the normal operation, the data retransmission/transmission may follow legacy operations for all alternatives except Alt. 2D and 3D. In order to enable the proper operation of Alt. 2D and 3D and to alleviate the additional latency, necessary modifications to be made to RLC entities at MeNB and SeNB include:

1) Change the timing of RLC PDU preparation at MeNB: According to current RLC specification [3], RLC PDUs are formed only when a transmission opportunity has been notified by MAC layer. However, in the provisioning of the backhaul delay, macro RLC has to be modified to prepare RLC PDUs in advance before knowing the MAC TB size of either MeNB and SeNB, e.g., as soon as PDCP PDUs are available, and to distribute RLC PDUs between MeNB and SeNB afterward. Use Alt. 3D as an example. Assume RLC PDU 1 is assigned to MeNB for transmission to UE, and RLC PDU 2 is assigned to SeNB for transmission to UE. If RLC PDU 1 is prepared only when a transmission opportunity has been notified by MeNB MAC, RLC PDU 2 will be formed only after RLC PDU 1 is prepared. Thus the actual transmission timing of RLC PDU 2 transmitted over the air (SeNB->UE) will be later than RLC PDU 1 (MeNB->UE) by at least the backhaul latency plus scheduling delay, although the RLC SNs of these two PDUs are consecutive. Such delay is not preferred by the UE, at lease from the reordering perspective. Therefore, RLC PDUs have to be prepared at MeNB in advance, before knowing the MAC TB size of either MeNB or SeNB. The modification alleviates the extra latency, but introduces more re-segmentation overhead and complexity as well as the mismatch between RLC PDU size and MAC TB size.
2) Support the re-segmentation of RLC PDUs at the initial transmission for MeNB RLC;
3) Support the re-segmentation of RLC PDUs at the initial transmission for SeNB RLC.
Observation 5: Non-trivial modifications to RLC entities at both MeNB and SeNB are necessary in order to alleviate the additional latency introduced by Alt. 2D and 3D, at the cost of introducing extra overhead, inefficiency and complexity.

3 Conclusion
From the above analysis, the following observations are made on several latency related issues.:
Observation 1: The overall interruption time of RAN routing alternatives (Alt. 2A~2D, 3A~3D) is shorter compared to S-GW routing alternative (Alt. 1A).
Observation 2: The RAN side interruption time of bearer split alternatives (Alt. 3A~3D) is shorter, if any, compared to alternatives without bearer split (Alt. 1A, 2A~2D).
Observation 3: Bearer split alternatives with common PDCP (Alt. 3B~3D) may achieve the minimal data forwarding load. RAN routing alternatives (Alt. 2A~2D, 3A~3D) have the potential to reduce data forwarding load upon SeNB change through enhancements.

Observation 4: For UP alternatives with bearer split (Alt. 3A~3D), PDCP reordering (Alt. 3B & 3C) is preferred.

Observation 5: Non-trivial modifications to RLC entities at both MeNB and SeNB are necessary in order to alleviate the additional latency introduced by Alt. 2D and 3D, at the cost of introducing extra overhead, inefficiency and complexity.
Table 1 summarizes the findings:

Table 1
Comparison of Latency Related Issues for UP Alternatives
	Alt.
	Interruption Time
	Data forwarding Load
	Reordering
	Retransmission
/Transmission

	1A
	Legacy. Path switch is needed.
	Legacy
	Legacy
	Legacy

	2A
	(+) Short
	(+) Small. Enhancements 1) and 2) possible.
	Legacy
	Legacy

	2B
	(+) Short
	(+) Small. Enhancements 1) and 2) possible.
	Legacy
	Legacy

	2C
	(+) Short
	(+) Small. Enhancements 1) and 2) possible.
	Legacy
	Legacy

	2D
	(+) Short
	(+) Small. Enhancements 1) and 2) possible.
	Legacy
	(-) Extra overhead, inefficiency and complexity;
(-) Non-trivial modification to RLC

	3A
	(++) Shorter, if any. Continuous data exchange over the air is possible
	(+) Small. Enhancements 1) and 2) possible.
	(--) New interface/ function required
	Legacy

	3B
	(++) Shorter, if any. Continuous data exchange over the air is possible.
	(++) Smaller. Enhancements 1), 2) and 3) possible.
	(+) Reuse/extend existing functions
	(+) Enhancement possible at SeNB change

	3C
	(++) Shorter, if any. Continuous data exchange over the air is possible.
	(++) Smaller. Enhancements 1), 2) and 3) possible.
	(+) Reuse/extend existing functions
	(+) Enhancement possible at SeNB change

	3D
	(++) Shorter, if any. Continuous data exchange over the air is possible.
	(++) Smaller. Enhancements 1), 2) and 3) possible.
	(-) Parameter configuration difficulty due to non-ideal backhaul and distributed scheduling, and improper parameters lead to more frequent window stalling and radio resource waste.
	(-) Extra overhead, inefficiency and complexity;
(-)Non-trivial modification to RLC;
(+) Enhancement possible at SeNB change.


Based on the above observations and table, we propose that:
Proposal: RAN2 is kindly requested to focus on Alt. 3B and 3C as UP alternatives for multi-site aggregation.
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