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1   Introduction
In the last RAN2 meeting, consensus for small cell enhancement (SCE) was reached as follows:

=>
Keeping the mobility anchor (S1-U and S1-MME) in the macro cell can save signalling overhead towards the CN (path switch) (at least for dual Rx/Tx UEs in scenario 2).

=>
Should mention that there is a trade-off between saving CP signalling towards CN and UP overhead on TN due to routing all traffic via the macro as well as inter-eNB signalling. 

There is concern on the backhaul load if the macro eNB (MeNB) routes all traffic. This contribution observes that the existing backhaul technology can meet the backhaul requirements of MeNB routing solution. 
2   Discussion
For user plane traffic routing, there are mainly two kinds of architecture, figure 1 depicts these options.
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Figure 1:  routing options for SCE

Option 1: SGW routing, in which S1-U can terminate at both the MeNB and the small eNB (SeNB). 
Option 2: MeNB routing, in which S1-U only terminates at the MeNB.
Depending on capacity/latency requirements etc, usually it can be assumed that MeNB uses more sophisticated backhaul than the SeNB does. The SeNB may use more cost-optimized backhaul solutions. For example, in the non-ideal backhaul cases listed in table 1 extracted from [3], MeNB uses fiber access 1~3 as backhaul, and SeNB uses DSL or wireless as backhaul, or multiple SeNBs share a fiber access.
Table 1: Categorization of non-ideal backhaul [3]
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


2.1. Load impact
The following aspects contribute to the overall backhaul traffic:

· User traffic on S1-U;
· Signaling on S1-MME;
· X2-C signaling;

· X2-U traffic, e.g. data forwarding due to handover;
· synchronization signaling;

· OAM signaling;

· Transport overheads;
· Security overheads, e.g. IPsec (optional);
· Etc;
Among these aspects the user plane data traffic over S1-U is the dominant factor which comprises around 80~90% of overall traffic [1]. Overhead of X2 data forwarding due to handover only contributes about 4% of backhaul overhead. Therefore in [1] the user plane data traffic is the primary component on evaluation of backhaul overhead. 
In [1], a formula to determine the traffic load at aggregation point of multiple cells is given as follows:
Backhaul Provisioning for N cells = max (N x busy time mean, Peak)
It is indicated that during “busy time” with high user traffic demands, cell throughputs are significantly lower than the quiet time peaks, and the backhaul provisioning is determined by the busy time mean rate for multiple aggregated eNBs.
Figure 1 is extracted from [1], it represents a general case of aggregated traffic for multiple fully loaded eNBs. It is N times busy time mean rate that determines the transport provisioning. X-axis scales are given for both tri-cell and single cell eNBs. According to a study in [2], between six and seven small cells per macro cell would need to be deployed by 2019. Assuming a tri-cell MeNB and seven single cell SeNBs per macro cell (point at X-axis is 24 single cell eNBs), the overall throughput of 24 cells containing both the downlink and the uplink traffic is roughly 960 Mbps reading from the figure (DL 2X2, 20 MHz / UL 1X2, 20 MHz). It means an average of around 40 Mbps throughput per cell.
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Figure 1: LTE Transport Provisioning for Downlink and Uplink (no IPsec) [1]
In the last RAN2 meeting, it was agreed that:

From a standards point of view, each eNB should be able to handle UEs autonomously, i.e., provide the PCell to some UEs while acting as assisting eNB for other.
Assuming 40% users connect to small cells as PCell, one half of the other 60% users using macro cells as PCell have dual connection; the extra load to MeNB backhaul contributed by 30% overall users from 21 small cells is roughly 30% * (40 Mbps * 21) = 252 Mbps. Considering interference among small cells for dense deployment, the realistic busy time mean data rate is not strictly linear to the number of small cells and the actual value may be much lower than the reading from the figure. This amount of additional overhead to MeNB backhaul contributed by dual connected UEs is quite reasonable.
Observation 1: Additional backhaul load due to small cell deployment is quite reasonable for the MeNB routing architecture for SCE. 
2.2. Latency impact
Time critical traffic e.g. gaming, voice which demand high quality backhaul types would be most impacted by non-ideal backhaul. Cost-optimized backhaul of SeNBs may not be appropriate for offloading these traffic types to SeNBs directly from the SGW, especially considering interruptions caused by SeNB change due to mobility. More feasible solution is not to offload these traffic classes to the SeNBs and provide services by the MeNB.
For non or less time critical traffic classes, e.g. background, best effort, even video streaming etc, using high quality MeNB backhaul as convergence / split point for SeNBs can meet the latency requirements. Compared with the SGW routing architecture, additional delay may lie on the routing path between the MeNB and the router for MeNB. It has marginal impact on the delay budget for these latency tolerable traffics.
Observation 2: MeNB routing architecture can meet the latency requirement for traffics that are feasible for offloading.
Based on the consensus at the last meeting and the above backhaul load/latency analysis, the MeNB routing architecture is future proof for its acceptable backhaul overhead, comparable latency performance, more flexible deployment , more radio resource efficiency, less signaling overhead etc.
Proposal 1: RAN2 should consider the MeNB routing architecture for SCE study.
3   Conclusion
This contribution analyzes the backhaul requirements for MeNB routing architecture, it is observed that:
Observation 1: Additional backhaul load due to small cell deployment is quite reasonable for the MeNB routing architecture for SCE.

Observation 2: MeNB routing architecture can meet the latency requirement for traffics that are feasible for offloading.
Based on the observations, it is proposed that:

Proposal 1: RAN2 should consider the MeNB routing architecture for SCE study.
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