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1. Introduction
The Small Cell TR 36.932 indicates a number of characteristics which differentiate the small cell operation from the legacy macro cells:

Traffic: “In a small cell deployment, it is likely that the traffic is fluctuating greatly since the number of users per small cell node is typically not so large due to small coverage.”
Deployment density: “in some scenarios (e.g., dense urban, large shopping mall, etc.), a lot of small cell nodes are densely deployed to support huge traffic over a relatively wide area covered by the small cell nodes.”

In this contribution are proposed a distributed ICIC and an enhancement to the X2AP protocol developed in RAN3, as well as other X2AP improvements for inter-cell radio interference assessment in dense small cell deployments.

1. Background: Some RAN1 simulation results
A number of RAN1 simulations of different scenarios have shown a very high interference level and accordingly very low SINR which reduce the small cell throughput within the considered clusters.

An example of geometry is reproduced from the MediaTek contribution R1-131184 [2]:
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Figure 1  Uniform with 50 small cells (left) and clustered with 10 small cells per cluster * 2 clusters (right); Source: R1-131184[2]
Observation 1: The very high density of small cells within clusters will create higher interference than considered in the Rel.11 HetNet deployments
Based on Samsung’s contribution R1-131026 [3], Figure 2 “illustrates the gains that can be achieved for the multi-cluster cases in Scenario #2a. At least 5 dB SINR improvement is observed for the lowest percentile small cell users, while improvements over 10 dB are achieved by the highest percentile users (75th percentile and above).”
Note that the above improvement was based on ideal ICIC.
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Figure 2  Scenario #2a with base-line and ideal intra-cluster interference coordination; Source: R1-131026
 The Samsung companion contribution R1-131027 [3] provides details on the envisaged implementation of the coordinated scheduling based on a hierarchical resource management approach, using an Resource Coordinator and sharing of the CSI reported by each UE. This solution involves a combined local scheduling and external Resource Coordinator’ s scheduling which we try to avoid.
However the performance of the ideal-ICIC scheduling is overwhelming, the Table below reflecting the simulation results in [5].
Table 1 – Source: R1-130028 [5]
	
	No interference mitigation
	Interference mitigation

	
	RU
	5%

(Mbps)
	50% 

(Mbps)
	95%

(Mbps)
	Mean

(Mbps)
	RU
	5%

(Mbps)
	50%

(Mbps)
	95%

(Mbps)
	Mean

(Mbps)

	Cluster1/

Small 4

(Case 1)
	0.111
	4.10
	45.20
	60.9
	38.25
	0.099
	4.40(+7%)
	57.8(+27%)
	60.9
	45.77(+19%)

	
	0.312
	3.75
	16.01
	60.5
	25,41
	0.218
	3.75
	54.6(+239%)
	60.65
	39.76(+56%)

	
	0.572
	1.25
	11.86
	59.6
	19.03
	0.289
	1.25
	36.3(+206%)
	60.54
	33.86(+78%)

	

	Cluster2/

Small 4

(Case 2)
	0.098
	7.94
	44.95
	60.6
	38.88
	0.076
	9.94(+25%)
	57.2(+27%)
	60.6
	46.23(+18%)

	
	0.300
	2.65
	26.23
	60.6
	29.84
	0.145
	3.54(+33%)
	41.2(+57%)
	60.6
	36.93(+23%)

	
	0.549
	2.20
	18.01
	60.5
	20.69
	0.208
	2.65(+20%)
	27.5(+52%)
	60.6
	30.73(+48%)

	

	Cluster1/

Small 10

(Case 3)
	0.093
	5.25
	31.76
	60.45
	33.87
	0.043
	7.75(+47%)
	53.0(+66%)
	60.5
	42.68(26%)

	
	0.301
	2.01
	12.85
	57.54
	20.6
	0.089
	2.43(+21%)
	28.9(+124%)
	60.5
	31.59(53%)

	
	0.510
	1.25
	9.80
	49.8
	14.06
	0.114
	1.49(+19%)
	19.04(+94%)
	60.5
	26.82(90%)


Observation 2: ICIC is a promising technique to resolve the interference within the small cell clusters
We note that the above results were obtained with extremely low network delays, as results from Table 2:

Table 2  Delay assumptions – Source: R1-130028 [5]

	Path
	 Delay

	UE to serving cell
	6msec

	Small cell to macro cell
	2msec x 2 (round trip) = 4msec

	Small cell to small cell
	4msec

	Macro cell to macro cell
	No backhaul is assumption


Such delays are achievable in non-ideal backhaul deployments only if using MP-MP OTA (over the air) communication.

Observation 3: The short delays required for optimum ICIC are obtainable only in MP-MP OTA (over the air) communication.

The SINR distribution based only on geometry (see [6] is reproduced in Figure 3:
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Figure 3 SINR geometry distribution Source: R1-130946 [6]
The low SINR for many users justify the orthogonal resource allocation (blanking) proposed in ‎[4].
Observation 4: The low SINR and the bursty traffic favourite the orthogonal resource allocation in small cell dense deployments.
2. Dynamic ICIC

Dynamic ICIC is a set of procedures, including an extension of X2 interface, for allowing fast distributed scheduling while taking into account the procedures of cooperative inter-cell interference coordination (ICIC).

While in the static ICIC the resources for transmissions with different power levels are semi-statically allocated, the “dynamic ICIC” allows a LTE network to react in a fast mode to traffic fluctuations and changes of transmission powers.
2.1. Basic principles
The basic principles of this proposal are based on six elements:
1. Micro-cluster forming;
2. Direct communication between the eNBs in a micro-cluster:
· Macro to Small cell or small cell to small cell
· The direct communication can be achieved over the backhaul or over the air (OTA)
· Delays of around 5ms can be achieved with MP-MP OTA (Over The Air) communication

· Requires mainly a new coordination through the X2 interface
3. Fast information sharing, allowing the time-frequency resource scheduling by each small cell independently:
· Resource Usage Start: PRBs used (scheduling in OFDMA / SC-FDMA context)
· Allows fast detection of contentions, if any, and fast NACK, if needed

· Additional Resource Usage Information: Tx power, precoding per eNB antenna, etc.
· Resource Usage Release: at the end of packet transmission, the resource is released

· Feedback info: NACK on the specific resource use (NACK is a pro-active contention signalling)
· UE and eNB positioning information

· Secondary feedback info: HARQ rate

· Sensing information by other DL-receivers, UE measurements of RSRP,RSRQ, CSI (CQI,RI), Coordinated IM-RS (interference measurement RS) measurements (see companion contribution R2-131753 [10])
4. Sensing by the regular receiver or the DL receiver (see TRs 36.921[8] and 36.922 [9]) of the interference at SCeNB location

· The sensing results may be shared between the eNBs in the micro-cluster

5. Learning

· Each eNB creates statistics regarding the correlation between the shared parameters and its own measurements or associated UE reports

· The SCeNB should create a statistics of influence on other SCeNBs resource usage based on the performance degradation per TTI and PRB
· The statistics should be continuously up-dated. 
6. Resource selection strategy 
· Use the statistics created in the learning phase.
7. Handling of resource selection contentions
· In case that two or more eNBs select previously free resources for the next frame transmissions, each eNBs should defer the actual transmission for a randomly selected back-off time or chose another resource;
· At least two safe harbour resources should be reserved for resolving contentions in case that the user traffic involves high QoS; the safe harbour resources may be used also in case of fast handover.
2.2. Micro-clusters forming

The micro-cluster is eNB centric, as each eNB detects the identity of the strongest interferes, either using the embedded DL Receiver or the reports from the served UEs.
In the example in Figure 4, are shown four micro-clusters formed by the small cells eNBs (SCeNB). Each micro-cluster includes the following eNBs:

· SCeNB1 micro-cluster: MeNB, SCeNB2, SCeNB3

· SCeNB3 micro-cluster: MeNB, SCeNB1, SCeNB4
· SCeNB4 micro-cluster: MeNB, SCeNB3, SCeNB5, SCeNB6
· SCeNB5/SCeNB6 micro-cluster: SCeNB4, SCeNB5, SCeNB6.
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Figure 4  Examples of micro-clusters
3. RAN2 standards

Based on the principles presented above, we do not see a need for changing the RAN2 standards.

4. RAN 3 standards
4.1. ICIC based on X2 interface
Within the X2 interface, the message relevant for ICIC is the LOAD INFORMATION message.

The LOAD INFORMATION message with the IE “RNTP per PRB” is rather a DL resource reservation message, stating that the power is not going to exceed the RNTP threshold (value “0”), but gives no guarantees for the PRBs marked with value “1”. These PRBs may use both high and low power, making impossible a scheduling strategy based on this information.
In addition, while the power reservation makes sense for macro cell ICIC, serving always a high number of users, the power reservation does not make sense for a small number of users and fluctuating traffic, which is the case of small cells.

In uplink, the ICIC is supported by the LOAD INFORMATION message with the IEs “Overload indication” – to signal un-acceptable level of interference, and “High Interference indication”, including a bitmap of the intended high power transmissions, which may be re-used by the proposed dynamic ICIC.

Observation 4: The existing messages of the X2 interface are not suitable for DL dynamic resource allocation.
4.2. Coordinated measurements reflecting the actual traffic patterns

None of the existing measurements correctly reflect the traffic patterns. In addition, will appear reference signals pollution, too pessimist assessments, like in CQI case.
We propose to enhance the X2 interface with messages allowing inter-cell coordinated usage of the zero-power CSI-RS in the small cell environment. The suitable usage of full power and zero power CSI-RS may provide additional information which, when correlated with the resource usage by different eNBs, may enable suitable rate adaptation.
4.3. MP-MP X2 OTA communication

The MP-MP communication for X2 transmission can be provided by a number of UEs collocated with each eNB in the network. In case that two transmissions are scheduled per frame, the latency is max. 5ms.

Only X2 standard changes are needed, for installing the OTA direct communication and for selecting the TTI and the PRBs for collocated UE scheduling.
5. Conclusions
1. RAN2 is requested to contact RAN3 for starting the work on the new messages to be added to the existing X2 interface for allowing the implementation of Dynamic ICIC approach.
2. RAN2 is requested to contact RAN3 for starting the work on the new messages to be added to the existing X2 interface for coordinating the inter-eNB MP-MP communication.
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